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Executive Summary 
 

Background and Objectives 
Elevated levels of ozone (O3) remain a serious issue throughout the U.S.  Approximately 90 
urban areas in the U.S., containing some 30% of the U.S. population, still exceed the O3 
standard, with little immediate prospect of attainment.  All the major urban areas in California 
are classified as non-attainment for O3.  Control of O3 in the troposphere is complicated by the 
fact that it is a secondary pollutant.  Particulate matter (PM) is also a serious environmental 
issue.  Recognizing the health impacts of fine particulates, i.e., PM2.5, there are new standards for 
PM2.5.  Unlike PM10, a significant fraction of ambient PM2.5 is produced by secondary reactions.  

Many of the urban areas classified as non-attainment for O3 or PM10 and facing non-attainment 
for PM2.5 are located along the east and west coasts of the U.S. and are home to major DoD 
facilities.  These operations can be significant sources of the O3 and PM2.5 forming precursors, 
direct PM2.5 and PM10 emissions, and emissions of toxic species.  Much of the uncertainty in 
developing an understanding of the causes of reduced air quality in urban areas is due to 
uncertainty in the emissions inventories; however, in coastal areas the situation is confounded by 
the complex meteorology associated with the land/sea interface.   

To evaluate the impact of emissions from DoD activities and control elevated pollutant levels, 
there is a need to develop forecasting models that incorporate the processes leading to secondary 
pollutant formation.  These processes include emissions, meteorology (transport and dispersion), 
and transformation chemistry.  In order to address this need, the primary objective of this study 
was to develop a prognostic modeling system capable of assessing the potential influence of 
DoD facilities and operations on air quality in coastal zones.  An additional objective was to 
develop an approach applicable to other complex environments. 

Methods 
Currently there are three approaches to model transport, dispersion, and transformation of 
pollutants.  These include Eulerian, Lagrangian, and hybrid approaches.  Briefly, the Eulerian 
method divides the atmosphere into fixed grid cells for which the continuity equation is solved.  
This approach is used to represent the primary processes affecting chemical transformations; 
however, while the chemistry is well represented, dispersion and transport is limited by the size 
of the grid cells employed.  This can lead to appreciable numerical errors.   

The Lagrangian approach is generally used for non-reactive species and avoids the 
computational complexities associated with the simulation of the chemical reactions.  This leads 
to improved performance in assessing transport and dispersion.  Lagrangian models describe a 
hypothetical air parcel that is carried along the air parcel trajectory.  Only first-order chemical 
reactions can be incorporated under this approach. 

The hybrid approach combines the strengths of both the Eulerian and Lagrangian methods and 
may provide a unique approach for the next generation of chemical transport simulations.  
Current hybrid models use a simplified chemistry and the chemistry and transport/dispersion are 
lumped together, making it difficult to modify the modules. 
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The components of the hybrid model we developed include the following:  Mesoscale 
Meteorological Module 5 (MM5) for the meteorological fields, a Lagrangian particle (LAP) 
model for advection and dispersion, and an Eulerian chemical model within the Linkage module 
for the transformations.  The Linkage module couples the Lagrangian and Eulerian parts of the 
model.  Another key component is the emissions inventory for the region.  Brief descriptions of 
the components follow: 

• Mesoscale Meteorological Module:  MM5, the Fifth-Generation Pennsylvania State 
University (PSU)/National Center for Atmospheric Research (NCAR) prognostic meso-
meteorological model.  MM5 is non-hydrostatic, fully compressible, and uses terrain-
influenced, vertical sigma-coordinates on a nested horizontal, rectangular staggered-grid.   

• Transport and Dispersion Module:  Meteorological input to the LAP includes 3-D 
wind fields, as well as the potential temperature.  Advection and dispersion calculations 
are made in a Lagrangian framework.  Meteorological input data were based on MM5 
and the LAP uses the same map projection as MM5.  Emission sources of various 
geometries including elevated and moving sources with arbitrary time-variable or time 
limited emission rates can be modeled. 

• Chemistry Module:  Based on the Regional Atmospheric Chemistry Mechanism 
(RACM).  There are a total of 237 reactions in the RACM mechanism.  Simulations were 
performed using a box model.   

• Lagrangian-Eulerian Linkage:  The linkage between the Eulerian and Lagrangian 
components is based on the concept of a concentration grid cell.  An enhancement was 
needed for the LAP model to produce a particle specific “name” (ID) for each particle.  
This enables us to link each particle to a specific set of attributes (i.e., location, 
meteorological fields, and chemical composition).  We assumed the LAP particles had 
different compositions based on their original source.  A unique feature of this approach 
has enabled us to trace any particle at any given time back to its origin and to observe its 
transformation over time and space.   

The way the linkage works is for each time step and grid cell the particles are 
disaggregated and the different chemical species are then distributed within the grid cell.  
At this point the chemical model is applied.  At the end of each time step (1-hr, the same 
time step as the output from the LAP model), new concentrations within each grid cell 
are predicted.  Apportionment of the chemical concentrations to the individual original 
particles is made by weighted average.  Distribution of newly produced chemical species 
is based on the diffusion time scale, mixing height, and turbulence intensity.   

• Emission inventory:  The inventory was based on the Southern California Oxidant study 
(SCOS) 1997 day-specific emissions inventory and the California Air Resources Board 
(CARB) annual inventory.  Species included NOx, SOx, CO, PM, and total organic gases 
(TOG) for all sources, including on-road and off-road mobile sources, industrial sources, 
commercial and U.S. Navy marine vessels, and commercial, civil, and military aircrafts.  
The biogenic component of the inventory was recalculated for the validation period using 
observed temperatures and day-specific solar radiation values. 

In order to obtain data for model validation, a total of 10 research flights were carried out during 
the period of July 7 to 25, 2003.  The flights began at shortly before noon and lasted 
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approximately 5 hours.  The flights covered an area of approximately 100 x 100 km with the San 
Diego harbor being the southwest corner of the domain.  Measurements included NO, NO2, NOx, 
NOy, SO2, CO, O3, light scattering, speciated hydrocarbons and aldehydes, pressure, 
temperature, humidity, and wind speed and direction.   

Results and Accomplishments 

Model Validation 
One of the advances of this study was the methodology developed to validate the model 
predictions using the aircraft data.  Traditionally, model output is presented for a specified time 
period (e.g., for the whole domain at a specific hour); however, the aircraft data is taken over a 
number of hours across a large spatial domain.  In order to compare these predicted vs. observed 
results, we first modeled the pollutant concentrations for each particle during each hour of the 
flight period.  A kriging interpolation was then performed for the predicted pollutant 
concentrations for each hourly period.  To compare the model results with the observations, the 
mapped kriging results were cut into hourly sections corresponding to the flight time and 
location.  A mosaic from the hourly sections was assembled to match the flight information.  In 
this manner, a direct comparison between the measured and predicted results can be made and 
readily observed.   

Three dates representing different conditions were chosen for the model validation:  July 7, 9, 
and 17, 2003.  In general, the model successfully predicted high O3 levels for July 7 and July 9 
and lower levels on July 17.  These predictions were consistent with the flight observations and 
the synoptic situation that indicated a shallower low pressure system over San Diego on July 17.  
The model consistently predicted low O3 concentrations to the east of the Laguna Mountains, an 
area that due to its topography is not influenced by sources to the west.  Further, for all three 
cases, the model correctly predicted low O3 over the harbor and downtown areas during the 
beginning part of the flight period (corresponding to the earliest part of the measurement day).  
Later in the day, with the flights progressing inland and the air mass aging, O3 levels were 
predicted to gradually build up, again consistent with the observations.  The buildup terminates 
as the air masses meet the inland mountain area. 

While the spatial and temporal patterns are consistent, the model tended to under predict the 
observed absolute values.  This is a typical problem observed in other studies and is generally 
corrected by adjusting the inventory to “calibrate” the model.  Another possible explanation is 
the duration of the simulation at each grid cell needs to be extended.  Presently the duration of 
the chemical simulation inside the box model is equal to the residence time of the particle in the 
box and there is no spin-up period for the chemical reactions.  An extension of the time period 
for the box reactions may address this issue; however, with our current computational resources 
this is not yet practical. 

Local vs. Transported Pollutants 
In addition to providing data for model validation, the aircraft sampling results allowed us to 
assess the impact of local vs. transported pollutants on air quality in the San Diego region.  The 
data from the continuous gas analyzers were translated to image plots that enabled the 
determination of the impact of the various sources on air quality.  The results revealed the 
following: 
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• Offshore sources (commercial and military vessels) can be detected through their SO2 
plume. 

• The majority of SO2 in the region is transported from sources south-southeast of San 
Diego, most likely from Mexico.  

• Mobile sources are the main source of precursors leading to the formation of 
photochemical smog in the region.   

• In several cases there is evidence of transport of O3 and its precursors from sources in the 
Los Angeles area. 

We also found that during most flights, boundary layer (BL) peak levels of O3 exceeded 100 ppb, 
and in one case was above 140 ppb. 

Model Applications 
In addition to developing and validating the hybrid model, we applied the model to two cases 
relevant to DoD facilities and operations in the San Diego area.  The first case involved different 
emissions scenarios to assess the impact of DoD related emissions on O3 in the region.  It should 
be noted that the issue of actual impact on a secondary species, such as O3, is often difficult to 
discern since it not only depends on the reactivity of the precursor species but O3 can also be 
titrated out through the reaction with NO.  Thus an increase in NO emissions can lead to an 
initial decrease in the concentration of O3 at one point in space and an increase further 
downwind.  Simulations were run for July 11, 13, 19, 21, and 22, 2003 for all sources (civilian 
and DoD) and the all sources less the DoD contribution.  In the absence of DoD emissions, O3 
increased in the region where the sources were previously located (due to the decrease in titration 
by NO) and increased downwind.  The overall contribution of DoD emission sources to the 
formation or titration of O3 was found to be between +2% to -12%, depending on location.   

Another relevant scenario was to evaluate the impact of emissions from a ship.  One of the 
unique aspects of the hybrid modeling system is the ability to maintain information on emissions 
from each source in the domain.  This enables us to determine the impact of individual sources 
such as a ship on air quality.  The hybrid model enabled us to track the plume over an extended 
period and assess pollutant transport, dilution, and transformation.   

Conclusions 
In order to address the impact of emissions in coastal zones, we developed a hybrid model that 
does not incorporate the chemistry module within the dispersion-advection module but rather 
implements the chemistry module in a post-processing mode.  The hybrid modeling system 
developed in this study has the following advantages: 

• Incorporates the strengths of both the Lagrangian transport/diffusion model and Eulerian 
multi-box chemical model. 

• Modular system that can readily employ alternative chemical and transport-dispersion 
modules. 

• Capable of evaluating impact of emissions from individual sources in space and time (i.e. 
provides for a source/receptor relationship). 
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• Designed to evaluate the impact of emissions from moving sources such as ships and 
aircraft. 

As part of this program, we performed an extensive validation of the hybrid model during a 
period of high O3 over the San Diego area.  This involved a series of aircraft measurements that 
employed a comprehensive platform for measuring emissions from individual sources and 
pollutant transport and transformation.  We developed a novel approach for using this data to 
validate the model that will enhance the applicability of future aircraft measurements for testing 
air quality models.  In addition, the database obtained in this phase of the study can be used by 
other researchers in model evaluation studies. 

We also used the model to assess the impact of local and transported pollutants on air quality in 
the San Diego area and two scenarios of interest to DoD: the impact of DoD emissions on air 
quality in the San Diego area and the spatial and temporal impact of emissions from a single 
ship.  The major findings from the local vs. transported pollutant component were we could 
detect emissions from individual sources (i.e., ships) and transported pollutants from Mexico had 
a major impact on air quality in San Diego.  As part of our assessment of the impact of DoD 
emissions, we evaluated a number of scenarios that included eliminating all DoD emissions in 
the region.  We found this led to both an increase and decrease in O3 depending on location.  
This was due to the complex chemistry involved in O3 formation (i.e., decreasing NO emissions 
will increase O3 where the source was removed while increasing it further downwind).  Overall, 
DoD emissions were found to be a small contributor to the levels of O3 in the region.  For the 
investigation of the impact of emissions from a single ship, we evaluated where its plume 
traveled and the chemical changes undergone by the emissions from this source.  We found the 
hybrid model was able to resolve the spatial and temporal impacts from a single ship.  This type 
of scenario might be applicable to other cases of interest such as transport of a toxic release in a 
harbor.   
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1.0  Objectives 
 

The original Statement of Need (SON) called for the development of improved observational and 
predictive capabilities to assess the impact of air pollutants emitted as a result of DoD facilities 
and operations on local and regional air quality.  This need was motivated by the fact that many 
DoD facilities are located in complex environments in and near urban areas that suffer from high 
levels of ambient air pollution.  These operations can be significant sources of O3 and PM 
forming precursors, direct PM emissions, and emissions of toxic species.  The ability to develop 
effective predictive tools for these environments, such as coastal zones, has been limited by our 
inability to faithfully simulate the complex meteorology and chemistry present in these regions. 

In order to develop a prognostic modeling system capable of assessing the potential influence of 
DoD facilities and operations on air quality in coastal zones and applicable to other complex 
environments, we set out to address the following questions: 

• What is the chemical composition of the emissions and their associated emission rates?  
We proposed to account for emission rates of NOx, SO2, and PM from ships, PM and 
NOx from on-shore diesel activities, and NOx, CO, speciated hydrocarbons, and PM from 
other on-shore activities. 

• What is the impact of coastal meteorology on air quality?  To answer this question we 
modeled the impact of air mass transport and dispersion, coastal thermodynamics and 
dynamics (surface winds, on-shore/off-shore flow, temperature, and relative humidity), 
the presence or absence of liquid water, and changes in mixing height on air quality. 

• What is the influence of the land/sea interface on atmospheric chemistry?  The study 
approach we applied included addressing the contributions from heterogeneous versus 
homogeneous reaction pathways, appropriate deposition velocities for estimating the fate 
of the primary and secondary pollutants, and the affect of land/sea interface on photolysis 
and reaction rate parameters. 

In addition, we sought to provide DoD with a methodological approach to answer the following:  
What are the results of strategies to reduce the impact of emissions from DoD operations on 
urban scale air quality? 
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2.0  Background 
 

2.1  Nature of the Problem 
One of the most pervasive air quality problems in the U.S. is the high level of urban/regional O3.  
Approximately 125 areas in the U.S., containing over 50% of the population, still exceed the O3 
standard, with little immediate prospect of attainment (EPA, 2006).  All the major urban areas in 
California are classified as non-attainment for O3 (Alexis et al., 2000).  Control of O3 in the 
troposphere is complicated by the fact that it is a secondary pollutant – it is not directly emitted 
from sources but is formed through a series of photochemical reactions involving NOx and 
VOCs.  PM is also a serious environmental issue.  In 1999 all but four counties in California 
failed to meet the state PM10 standard (Alexis et al., 2000).  While PM10 can be secondary in 
nature, it tends to be dominated by primary emissions, those directly emitted from sources.  
Recognizing the health impacts of fine particulates (particulates with aerodynamic diameter less 
than 2.5 µm), the U.S. EPA has implemented new standards for PM2.5.  Unlike PM10, a 
significant fraction of ambient PM2.5 is produced by secondary reactions.  

Many of the urban areas classified as non-attainment for O3 or PM10 and facing non-attainment 
for PM2.5 are located along the east and west coasts and are home to major DoD facilities.  These 
operations can be significant sources of the O3 and PM2.5 forming precursors, direct PM2.5 and 
PM10 emissions, and emissions of toxic species.  Much of the uncertainty in developing an 
understanding of the causes of reduced air quality in urban areas is due to uncertainty in the 
emissions inventories (Seinfeld et al., 1991); however, in coastal areas the situation is 
confounded by the complex meteorology associated with the land/sea interface.  Clearly, there is 
a need to develop more effective predictive tools if regulatory agencies are to develop effective 
strategies to reduce air pollution in coastal urban areas. 

2.2  Complexity of Meteorology in Coastal Zones 
The development of effective predictive tools for environments such as coastal zones is limited, 
in part, by the inability to faithfully simulate the complex meteorology of the land-sea interface.  
Meteorological conditions represent a significant determinant of the atmospheric dispersion and 
chemical transformation of the emitted pollutants.  An accurate diagnosis and/or prediction of 
meteorology is an essential component in understanding the impact of emissions on air quality.  
In coastal areas with complex topography and marked contrast in surface conditions, large-scale 
synoptic models experience difficulty in simulating the spatial and temporal detail of the 
atmosphere necessary for the calculation of the impact of pollutants on, for example, urban areas.  
Although the modeling system developed in this study can be applied to areas worldwide, in this 
narrative we focus our discussion on the California coast, which has significant military activities 
located in large urban areas such as Los Angeles, San Francisco, and San Diego that suffer from 
air quality problems.  The main complexity of the weather on the California coast includes the 
following: 

• Distinct differences between the shallow, cool, stable and moist atmospheric boundary layer 
over the ocean, which is relatively steady, and the atmospheric boundary over the land with 
diurnally and synoptically variable characteristics.  The understanding and accurate 
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representation of this discontinuity at the land/sea interface is crucial for reproducing 
atmospheric, dispersion and chemical processes. 

• Seasonally dependent synoptic weather regimes.  During the warm season, there is a 
persistent high-pressure system over the northern Pacific and a low-pressure system over 
southern California.  This creates strong northerly/northwesterly flows offshore along the 
coast, while the flow regime over the land is much more variable and sensitive to nuances in 
the synoptic pattern and topographic features.  During the cold season, the weather is 
characterized by the transient frontal systems coming from the eastern Pacific and the Gulf of 
Alaska.  These systems disturb the marine layer (drying, reduced stability, flow regime 
change) and recovery to a state of equilibrium is seldom achieved during the cool-season 
(Nov. – March) (Lewis et al. 2003).  These conditions become highly relevant for formation 
and evolution of clouds and fog as shown by Koracin et al. (2001). 

• Local circulations in a coastal zone.  In the case of relatively weak synoptic forcing, local 
circulations develop in a coastal zone as a result of differences in heating properties and 
surface characteristics between the offshore and inland areas.  The local circulations are 
enhanced in the presence of developed coastal topography, sea-surface temperature gradients, 
ocean currents, and air-sea interaction processes.  Even in the case of strong synoptic forcing 
on the California coast, the local circulations are diurnally influenced by the differences in 
heating properties over the land and ocean as shown by Koracin et. al. (1998a) and Koracin 
and Dorman (2001). 

• Turbulence structure.  The variability in heating, moisture, and wind properties over the land 
and ocean induces differences in the turbulent fluxes of heat, moisture, and momentum.  
These fluxes are directly relevant for structure and evolution of transport, dispersion, 
chemical, and deposition processes of pollutants and tracers over the land and ocean.  The 
understanding and accurate prediction of these turbulence components is crucial for accurate 
prediction of the impact of pollutants over land and sea. 

In view of these complexities, it is easy to understand why the large-scale weather forecast 
models, with their coarse horizontal and vertical resolutions as well as simple physical 
parameterizations, have difficulty in accurately predicting the 3D structure of the atmosphere.  In 
recent years, owing to rapid development of computer technology and theoretical work, 
mesoscale and regional scale models have become an appropriate tool for more accurate 
prediction of atmospheric conditions in complex terrain environments such as coastal regions.  
Moreover, a number of operational weather forecast centers are producing continuous real time 
forecasting (with mesoscale horizontal resolutions of ~10-20 km) for different areas within the 
U.S. and abroad.  These resolutions are significantly better than the 80 – 150 km resolutions 
typical of the large-scale models.  For example, the Naval Postgraduate School (NPS) in 
Monterey, CA produces MM5 simulations every 12 h with 12 km horizontal resolution grid that 
cover the California and Oregon coasts.  This forecast product provides an excellent source of 
information for simulation of transport, dispersion, and chemical transformation.  Currently, this 
is the most appropriate forecast for use in this study. 

2.3  Limitations of Existing Air Quality Models 
In order to assess the impact of emissions in complex environments, an appropriate air quality 
model is required.  Traditionally there are five approaches to the modeling of air quality: 
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statistical; Gaussian dispersion; single chemical box; Lagrangian; and Eulerian.  Each of these 
models has distinct advantages and disadvantages, which are summarized in Table 1. 

 

Table 1.  Advantages and disadvantages of various air quality models. 
 
Type Examples Advantages Disadvantages 
Statistical 

 

A) Multivariate 
statistical  

B) Neural nets 

May give highly accurate predictions of 
daily maximum ozone or particles. 

Computationally efficient. 

Based on historical data. 

No treatment of physical 
processes. 

Only valid for the current 
range of conditions. 

Cannot be used for air 
pollution control strategies. 

Gaussian 
Dispersion 

Industrial Source 
Complex - Short Term 
(ISCST; US EPA)) 

Simple dynamics. 

Local predicted concentrations well 
validated. 

Easy to use for “inert” air pollutants. 

Established for emission permitting 
purposes. 

Cannot be used to model 
long-range transport over 
large spatial domains. 

Not suitable for modeling 
reactive tracers or 
photochemical air pollution. 

Chemical Box Ozone Isopleth Plotting 
Program (OZIP; US 
EPA) 

May include highly detailed chemistry. 

Algorithmically simple. 

Treatment of meteorology is 
highly simplified. 

Not possible to determine 
relationship between an 
emission source and a 
receptor. 

Lagrangian CALMET/CALPUFF 

 

 

 

Physically meaningful air trajectories. 

Very effective in relating emissions 
from sources to concentrations at 
receptor sites. 

May include detailed treatment of 
chemistry, emission, deposition and 
other processes. 

Difficult to account for 
chemical interactions 
between different air parcels. 

Eulerian Urban Air Shed Model, 
the Comprehensive Air 
Quality Model with 
Extensions (CAM-x) 

Allows chemistry and deposition to be 
treated in more realistic manner. 

Mixing and chemical interactions 
between different air parcels well 
described/accounted. 

May include relatively detailed 
treatment of chemistry, emission, 
deposition and other processes. 

Spatial resolution is limited. 

Actual trajectories only 
indirectly calculated. 

Difficult to relate the 
emissions from a source to 
concentrations at a given 
receptor site. 

 
Based on the information provided above, no current model was capable of predicting pollutant 
transport and transformation in complex coastal environments.  In order to address this issue, we 
developed a hybrid model that combines the strengths of Lagrangian models for predicting 
transport and dispersion and Eulerain models for predicting chemical transformations. 
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3.0  Methods 
 

In this section the basis behind developing a hybrid air quality model, along with the model 
components (meteorological driver, Lagrangian particle model, Eulerian chemical model, 
emissions model, and Lagrangian-Eulerian linkage module) is described.  Details of the aircraft 
platform used to obtain data for model validation are also presented.  

3.1  Rationale for the Development of a Hybrid Lagrangian-Eulerian Model 
Based upon the limitations of the existing models presented in the previous section, we set out to 
develop a meteorological air quality model with in-line chemistry that combines the advantages 
of the Eulerian and Lagrangian models.  A Lagrangian model has the advantage that it can more 
accurately calculate the advection and dispersion from individual sources and allow more 
complete characterization of the impact of turbulence on the transport of air pollutants.  The 
Eulerian model allows atmospheric chemistry to be treated more realistically and it also allows 
for the chemical interactions of all air parcels within a grid square (Figure 1).  

 
Figure 1. Examples of strengths and weaknesses of traditional modeling techniques and the 
advantage of the hybrid modeling system. 
 
Consequently the in-line air quality model was divided into two component modules, a 
Lagrangian random particle module and a chemical module.  Advection was done on a 
Lagrangian basis using the Lagrangian particle model of Koracin et al. (1998b, 1999).  This 
model calculates the transport and advection of Lagrangian particles from emission sources 
throughout the modeling domain.  Besides its three dimensional coordinates, each Lagrangian 
particle has a unique identification number that will allow its initial source and composition to be 
determined by the chemical sub-model. 

The chemical module places a 3-D Eulerian grid across the modeling domain where the spacing 
will be commensurate with the particle distribution.  The chemical constituents of all Lagrangian 
particles within each grid square is summed and used to determine ozone and aerosol formation 
and to estimate the transformation rates of the ozone and aerosol precursors.  The chemistry 
module goes beyond a traditional Eulerian model in that the calculated transformation rates of 
the ozone and aerosol precursors is used to recalculate the composition of each Lagrangian 
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particle.  This is important because it allows much of source information to be preserved.  There 
are three significant advantages of this hybrid approach.  The first is that the advection and 
dispersion calculation is more accurate than the corresponding calculation in a traditional 
Eulerian model.  The second is that the chemical production of secondary species (e.g., O3) is 
more accurate than the production in a traditional Lagrangian model.  The third and most 
significant advance is that the model makes much better estimates of the production of air 
pollutants from individual emission sources than has been possible with previous approaches. 

3.2  Model components 
The various components used in the hybrid modeling system are described (Weinroth et al., 
2006, Figure 2).  These include MM5 for the meteorological fields, a LAP model for advection 
and dispersion, and a Eulerian chemical model within the Linkage module for the chemical 
transformations.  The Linkage module also couples the Lagrangian and Eulerian parts of the 
model.  One unique aspect of this linkage is that the chemistry model is applied in a post-
processing mode (i.e., the LAP model output is used to spatially drive the Eulerian boxes).  This 
allows for flexibility in the use of different model components and significantly lowers the 
computational requirements.  Another key component is the emissions inventory for the region 
(Kahyaoğlu-Koračin et al., 2006).  In addition, the model was evaluated using data gathered 
during instrumented aircraft flights over the San Diego area between 7 and 25 July 2003. 

3.2.1  Meteorological Module 
For the meteorological module we used MM5, the Fifth-Generation PSU/NCAR prognostic 
meso-meteorological model.  MM5 is non-hydrostatic, fully compressible, and uses terrain-
influenced, vertical sigma-coordinates on a nested horizontal, rectangular staggered-grid.  For 
this study the outer domain was 1125 x 1125 km with a cell size of 15 x 15 km and an inner 
domain of 275x 305 km with a cell size of 5 x 5 km located over the San Diego area of south 
western California (Figure 3). 

MM5 has been evaluated and applied in a variety of research programs focused on the coastal 
area of the western U.S.  These include studies of (1) atmospheric transport and dispersion of 
pollutants in the southern California (Luria et al., 2005); (2) atmospheric dynamics, cloudiness, 
and fog along the California coast (Koračin and Dorman, 2001, Koračin et al., 2005), and  (3) the 
structure and evolution of the winds, wind stress, and wind stress curl impacting ocean dynamics 
(Koračin et al., 2004). 

3.2.2  Transport and Dispersion Module 
For the transport and dispersion module we used the LAP model based on the approach 
described by Pielke (1984).  Details of the model structure and applications are described by 
Isakov et al., (1998) and Koracin et al. (1998a, 1999, 2000).  Meteorological input to the LAP 
model includes 3-D wind and potential temperature fields. 

Advection and dispersion calculations are made in a Lagrangian framework.  The model uses a 
volume size (mass/volume) that can be changed to calculate ambient concentrations.  
Meteorological inputs consisted of the MM5 results.  The LAP model uses the same map 
projection as MM5.  The model parameterization includes an option of spatially and temporarily 
variable or constant time scales, a drift correction term (prevents non physical accumulation of 
Lagrangian particles during weak-wind conditions), a plume rise algorithm, and three optional 
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turbulence parameterizations.  Emission sources of various geometries including elevated and 
moving sources with arbitrary time-variable or time limited emission rates can be modeled. 

 

 
Figure 2.  Schematic figure of the modeling system modules.  Output from the meteorological 
module (MM5) is used to drive the transport and dispersion module (LAP).  Note the Eulerian 
chemical model is included in the linkage module. 
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Figure 3.  MM5 inner (D02) and outer (D01) domains used in this study.  Domains were located 
over the San Diego area of southwestern California. 

3.2.3  Chemistry Module 
For the chemical transformation module we used the RACM (Stockwell et al., 1997).  The 
RACM mechanism is a revised version of the RADM2 mechanism (Stockwell et al., 1990), 
which is widely used in air quality modeling studies.  There are a total of 237 reactions in the 
RACM mechanism.  We calculated photolysis rate coefficients for the specific location and time 
of year according to Madronich (1987).   

Simulations were performed using a box model (SBOX, Seefeld, 1997).  The chemical compiler 
reads an input file in which the mechanism's chemical reactions and their rate coefficients are 
written in a format that is very similar to standard chemical notation.   

3.2.4  Lagrangian-Eulerian Linkage 
The linkage between the Eulerian and Lagrangian components is based on the concept of a 
concentration grid cell (Stein et al., 2000).  An enhancement was needed for the LAP model to 
produce a particle specific “name” (ID) for each particle.  The identification of the ith particle 
enables the option to link it to a specific set of attributes (i.e., location, meteorological fields, and 
chemical composition (j)).  

The size of the Eulerian cells can be varied.  While very small cells result in homogenous mixing 
and better spatial resolution of the chemical species, in this study larger cells were used due to 
computational constraints.  We assumed the LAPs had different compositions based on their 
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original source.  A unique feature of this approach is it enabled us to trace any particle at any 
given time back to its origin and to observe its transformation over time and space.   

For each time step and grid cell the particles were disaggregated and the different chemical 
species were then collected together accordingly (equation 1).   

∑ =→=→ = 0)(,0),( tkijitjkitotal PP           (1)  

Following this, the chemical model was applied.  At the end of each time step (1-hr, the same 
time step as the output from the LAP model), new concentrations within each grid cell were 
predicted (equation 2).   

0),(1),( =→=→ = tjkitotaltjkitotal RPP        (2)  

Apportionment of the chemical concentrations to the individual original particles was made by 
weighted average (equation 3).  
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Distribution of newly produced chemical species was based on the diffusion time scale, mixing 
height, and turbulence intensity (equations 4 – 7).  An empirical number was calculated using the 
approach outlined by Song et al., (2003).  For our study this factor ( fac ) is 0.05. 
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where 0N  = number of particles where specific chemical are equal to zero and  
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For particles where the specific chemical species concentrations are non-zero, then 
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This is shown schematically in Figures 4a-c.  As shown in the figure, each particle has an 
individual identity denoted by different symbols.  This identity contains both source and 
composition information.  Two layers (each 1 km in height) from the box model are shown in 
Figure 4a.  Most particles are located in the lowest level, which represents the mixed layer.  In 
Figure 4b the map of the study area can be seen in low resolution, with the grid surrounding the 
San Diego metropolitan area.  Gray dots represent clusters of particles.  When we zoom in (Fig. 
4c), we can see the box model cells (15 x 15 km), along with the MM5 inner grid cells (5 x 5 
km).  In the example, 11 particles are shown but the model can handle up to 20,000 particles per 
grid cell.  After each time step the species are redistributed (equations 1-7) and new particle 
positions are calculated by the LAP model.     
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Figure 4.  Schematic showing the main features of the Lagrangian – Eulerian linkage.  (a) 
Results from 2 levels of the LAP.  (b) Bird’s-eye view of the Eulerian grid above the study area.  
(c)  Enlargement of Eulerian cell superimposed on the meteorological model inner grid.  
Particles shown in (c) have different composition as denoted by the different symbols.  Arrows 
are grid specific vectors of wind speed and direction. 

a 

b c 



16 

3.2.5  Emission Inventory  
In this study we used the emission inventory developed by Kahyaoğlu-Koračin et al., (2004; 
2006).  This was based on the Southern California Oxidant study (SCOS) 1997 day-specific 
emissions inventory and the California Air Resources Board (CARB) annual inventory.  The 
inventory domain contained 110 x 74 grid cells of 5 x 5 km.   Species included NOx, SOx, CO, 
PM, and TOG for all sources, including on-road and off-road mobile sources, industrial sources, 
commercial and U.S. Navy marine vessels, and commercial, civil, and military aircrafts.  Note, 
the military component of the inventory makes up only a small percentage of the totals for all 
species (Figure 5).  The biogenic component of the inventory was recalculated for the validation 
period using observed temperatures and day-specific solar radiation values.   

 
Figure 5  Emissions from DoD activities in San Diego vs. the total inventory. 

3.3  Airborne Measurements for Model Validation  
In order to obtain data to validate the modeling system, an airborne sampling study was 
conducted in the San Diego area during July 2003 (Luria et al., 2005).  A description of the 
measurements are presented below.   

Samples were collected using an instrumentation package operated aboard a twin engine Twin 
Otter aircraft (Figure 6).  Except for the CO instrument, the gas analyzers on board were all 
manufactured by Thermo Environmental Instruments Inc., Franklin, MA (TEII).  Instruments 
included a Model 43S SO2 analyzer and several other Model 42 and 42S TEII analyzers that 
were modified to directly measure NO, NO2, NOy, NOz

* (= NOy after sampling through a nylon 
filter to remove nitrates, see Tanner et al., 1998) and O3.  By adding or taking the difference of 
signals from these analyzers, the levels of NOx, NOz and nitrate could be determined.  CO was 
measured with a Aero-Laser Model AL5002 vacuum UV fluorescence instrument with 1-s 
response time.  Other continuous measurements included location, pressure (altitude), 
temperature, humidity and particle light scattering.  The data from all continuous monitors were 
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recorded at 1s and 5s intervals. The 1s data were used for the calculated parameters, whereas the 
data analysis was performed on the 5s data set.  The response time of the gas analyzers was less 
than 5s for 90% of the signal.  The sampling air speed was 180 km h-1, thus, the special 
resolution of the data is approximately 0.25km. Additional information on the instruments and 
their mode of operation is given in Table 2.  Figure 7 shows the arrangement of the instruments 
on board the aircraft.  Further details regarding the instruments, their performance, the sampling 
manifold, calibration procedures and the data system are given in previous publications (Valente 
et al., 1998; Luria et al., 1999 and Luria et al., 2000).  

 

 
Figure 6. Twin Otter aircraft taking off from El Cajon. 
 

Altogether five preliminary and ten research flights were performed.  The flights took off from 
Gillespie airfield near Santee township, located some 25 km north-east of downtown San Diego. 
The first segment of the flight consisted of ascent to 6000' (1830 m) above sea level (ASL) and a 
constant-level flight in the free troposphere (FT) to a 'way point' over the water, just west of the 
San Diego Harbor.  Over this point the aircraft spiraled down to an elevation of 300m ASL.  The 
'way point' was the center of a series of 9-11 concentric arcs taken at a 3-8 km interval,  inside 
the BL at an altitude of approximately 300m above the surface.  Over the low land and near the 
coast, the aircraft maintained constant elevation.  Over the mountainous region frequent changes 
in altitude were necessary in order to follow the terrain features.  At the end of the last arc the 
aircraft climbed back to 6000' ASL for the last 15 minutes of the flight and then spiraled down 
over the airport before landing.  The duration of each flight was approximately 5 hours of which 
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~4 hours were inside the boundary layer.  A typical flight track (Flight 8) is illustrated in Figure 
8 over a geographical map of San Diego County. 

 

Table 2.  List of real time measurements performed on board the aircraft. 
 

Instrument Maker/Model Principal of operation
sensitivity 

Modification/ 
analysis method 

Parameter 
to be 

measured 
NOx Monitor TEI model 

42S 
Chemiluminescence

0.1 ppb 
No converter 

 
NO 

NOx Monitor TEI model 
42S 

Chemiluminescence
0.1 ppb 

Xe lamp converter 
(NOAA/ARL 

modified) 

NO2 
(measured as 

NO+NO2) 
NOx Monitor TEI model 

42S 
Chemiluminescence

0.1 ppb 
CO on heated gold 

catalyst 
NOy 

NOx Monitor TEI model 
42S 

Chemiluminescence
0.1 ppb 

CO on heated gold 
catalyst plus Nylon

filter 

Particle NO3
- 

+ HNO3  
(measured as 
NOy-NOy

*) 
NOx Monitor TEI model 

42S 
 

Chemiluminescence
0.1 ppb 

Operated in 
reversed mode for 

fast response  

O3 

O3 Monitor TEI model 49 Light absorption 
0.5 ppb 

Standard 
configuration 

O3
1 

SO2 Monitor TEI model 
43S 

 

Pulsed fluorescence
0.1 ppb 

Standard 
configuration 

SO2 

CO Monitor 
 

Aero-Laser     
GmbH 

Model AL 5002 

Laser-induced UV 
fluorescence 

0.2ppb 

Standard 
configuration 

CO 

3λ - Nephelometer TSI Model 
3560 

Optical scattering
of particles 

Standard 
configuration 

Light 
scattering 
coefficient 

Temperature and 
Humidity 

Custom built 
 

0.1oC, 1%  T & RH 

Location 
 

 GPS 
50m 

 Longitude, 
Latitude 

Heading  Magnetic Compass
2o 

  

Wind Speed and 
Direction 

Aventech CAN 
Model 

AIMMS20  

GPS&Compass 
1m/s, 10o 

 WDD, WDS 

Pressure/Altitude 
 

Custom built 
 

0.2 mb  P, Alt 

1 For calibrations only, performed at the base of operations. 
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Figure 7. Setup of instruments on board the aircraft.  The hanging bag is for collection of the 
carbonyl samples prior to trapping with cartridges.   
 

Table 3 lists the 10 research flights, their duration, and the extent to which data from the various 
measurements are available. For each flight, the data from all continuous monitors were used to 
construct image plots that interpolated the data over the geographical domain.  The interpolation 
was done by the Kriging method using commercial software (Surfer by Golden Software, 
Golden, CO).  Since the prevailing winds were from the west and since the aircraft moved 
eastward at a rate that was comparable with the mean wind speed (15-25 km h-1), the image plots 
(see Figure 9) approximately represent the chemical composition of an air mass in an 
approximately Lagrangian fashion as it travels inland from the coast. 
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Figure 8.  The tracks of Flight 8 (11 July) presented over a map of San Diego and vicinity.  
 

Table 3.  Summary of San Diego Flights – July 2003. 
 

FLIGHT 
Number,  

Date Flight 
Start-End 
(Dec. Hours) 

Low Level 
Start-End 
(Dec. Hours) 

Data Available 

Ft 6 7/7/2003 11.42-16.58 11.78-15.87 All,  some CO data missing 
Ft 7 7/9/2003 12.28-17.71 12.81-17.00 All 
Ft 8 7/11/2003 11.51-17.06 11.99-1620 All 
Ft 9 7/13/2003 11.43-16.86 11.83-16.30 All 
Ft 10 7/17/2003 11.58-16.93 12.16-16.50 All,  limited wind data 
Ft 11 7/19/2003 11.50-16.64 12.17-16.12 All 
Ft 12 7/21/2003 11.30-16.53 11.84-16.00 All 
Ft 13 7/22/2003 11.39-15.64 12.00-15.14 All 
Ft 14 7/24/2003 11.42-16.88 11.93-16.34 All 
Ft 15 7/25/2003 11.33-16.79 11.88-16.22 All 
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Figure 9.  Image plots of NO, CO, NOY, Ozone, SO2 and visibility.  All plots are taken from 
Flight 7 (9 July). 
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4.0  Results and Accomplishments 
 
In this section are described the application of the aircraft measurements for model validation 
and an assessment of local vs. transported pollutants in the San Diego area.  In addition, we 
discuss two applications of the hybrid model:  (1) assessment of DoD emission on air quality in 
San Diego and (2) the impact on air quality of emissions from a single ship. 

4.1  Model Validation:  Comparison between Observations and Predictions 
Three dates representing periods of elevated O3 were chosen to validate the model:  July 7, 9, 
and 17, 2003.  These were characterized by a low pressure system over the north tip of the Gulf 
of California with a local trough extending towards the Baja Peninsula.  High pressure zones 
prevailed over the Pacific Ocean and inland regions of California and Arizona.  In general, the 
local sea-land breezes were the major factor affecting local pollutant dispersion and transport 
between the coast and the Laguna Mountains.  East of the mountains, the prevailing flow was 
from the southeast.  During the validation period, the center of the low was deeper on July 7th 
and became more shallow for the other dates.  During the latter two dates, a strengthening high 
pressure system to the east coupled with the high over the ocean tended to force the low pressure 
system to the south.  

Examples of model results versus airborne measurements can be seen in Figures 10 – 12.  The 
flight path is shown as the colored dots, which also represent the observed ozone concentration.  
Modeled ozone concentrations were calculated for each particle during each hour of the flight 
period.  A kriging interpolation was performed for the predicted ozone concentrations for each 
hourly period.  One issue was how to compare the hourly model predictions with the continuous 
aircraft measurements.  To make this comparison, the mapped Kriging results were cut into 
hourly sections corresponding to the flight time and location.  A mosaic from the hourly sections 
was assembled to match the flight information (hourly results that were assembled to produce the 
mosaics are contained in the lower sections of Figures 10 -12).  In this manner, a direct 
comparison between the measured and predicted results could be made and readily observed.   

For July 7 (Figure 10), four Kriging interpolation segments were combined to cover the time 
period from 1200 to 1600 LST.  Good agreement between the model results and the fight 
observations is seen in the figure.  For the 1200 to 1300 segment, the model predicts low  O3 
levels (40 - 60 ppb) similar to that seen in the airborne observations.  The small regional O3 peak 
at observed in the center of the figure is also well predicted.  O3 is underpredicted towards the 
south east section (lower right corner) but is well reproduced later along the flight track.   

On July 9 (Figure 11) reasonable agreement is recorded between the model and measured ozone 
concentrations.  During the beginning part of the flight path two high concentration levels are 
seen in the harbor and slightly inland.  The model does not capture these hotspots, likely due to 
the coarse resolution of the inventory.  For the 1300 to 1400 period, lower levels are seen slightly 
inland from the downtown area, consistent with the model predictions.  Over the next two hours 
(1400 – 1600 LST) the model predicts elevated levels inland toward the mountains, as seen in 
the aircraft observations; although, an overprediction is observed in the northwest corner of the 
region (near Camp Pendleton).  

 



23 

 
Figure 10.  Comparison of observed vs. predicted ozone concentrations for July 7, 2003 1200-
1600.  
 

 
Figure 11.  Comparison of observed vs. predicted O3 concentrations for July 9, 2003 1300-1500.  
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Figure 12.  Comparison of observed vs. predicted O3 concentrations for July 17, 2003 1200-
1600.  
 

In the last example (July 17, Figure 12), aside from localized hotspots, the predictions and 
observations have good spatial and temporal agreement.  During the early period the model and 
measurements agree on the location of the ozone trough over the San Diego metropolitan area.  
Later in the day, generally uniform levels of ozone reside over the most of the study area (except 
for the border with Mexico), as seen in the measurements.  

In general, the model successfully predicted high O3 levels for July 7 and July 9 and lower levels 
on July 17.  These predictions are consistent with the flight observations and the synoptic 
situation that indicated a shallower low pressure system over San Diego on July 17.  The model 
consistently predicted low O3 concentrations to the east of the Laguna Mountains, an area that 
due to its topography is not influenced by sources to the west.  Further, for all three cases, the 
model correctly predicted low O3 over the harbor and downtown areas during the beginning part 
of the flight period (corresponding to the earliest part of the measurement day).  Later in the day, 
with the flights progressing inland and the air mass aging, O3 levels were predicted to gradually 
build up, again consistent with the observations.  The buildup terminates as the air masses meet 
the inland mountain area. 

While the spatial and temporal patterns are consistent, the model tended to underpredict the 
observed absolute values.  Measurements ranged between of background of approximately 40 
ppb up to a maximum of nearly 120 ppb.  Model predictions did not exceed 80 ppb.  This is 
typical problem observed in other studies (Bauer and Langmann, 2002, Biswas and Rao, 2001, 
Rao and Sistla, 1993, Sillman et al., 1998, Tory et al., 2004) and is generally corrected by 
adjusting the inventory to “calibrate” the model.  Alternatively, this may be due to 
overestimating the turbulence transfer.  Future turbulence measurements are needed to address 
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this issue.  Another possible explanation is the duration of the simulation at each grid cell needs 
to be extended.  Presently, the duration of the chemical simulation inside the box model is equal 
to the residence time of the particle in the box and there is no spin-up period for the chemical 
reactions.  An extension of the time period for the box reactions may address this issue; however, 
with our current computational resources this is not yet practical. 

4.2  Local and Transported Pollutants Over San Diego 
In addition to providing data for model validation, the results of the airborne study enabled us to 
assess the impact of local and transported pollutants on air quality in the San Diego area.  Details 
of these results are contained in Luria et al. (2004) and are briefly described in the sections that 
follow.   

4.2.1  Air Quality Measurement Results 
Nitric Oxide:  NO is the best indicator for fresh emissions from all combustion sources.  Since 
mobile sources are the dominant source of NO (and NO2 rapidly derived there from) emissions, 
the observed levels can be attributed to these sources.  In all 10 flights the signature of downtown 
traffic emissions is evident.  No distinct NO signature from the offshore sources was observed 
along the coastline.  Peak NO levels measured in the well-mixed BL were up to 10 ppb, and they 
decreased rapidly to below 1 ppb by the time the downtown plume reached 15-20 km from 
downtown.  

Carbon Monoxide:  Like NO, CO is also an indication of fresh emissions, almost exclusively 
from gasoline powered motor vehicles.  Unlike NO, CO has a very long atmospheric lifetime (on 
the order of one month).  Thus, it is expected that if both NO and CO have a common source, 
their relative plume concentration images will be similar, but with the CO plume being broader.  
This results from the fact that its concentrations decrease as the air mass travels downwind only 
by dilution, whereas [NO] decreases also by conversion to other NOY species.  During the study, 
CO levels in the well mixed BL peaked at 0.5 – 0.7 ppm and decreased to below 0.2 ppm at the 
edges of the study domain.  

Total Nitrogen Oxides (NOY):  While NOY is a surrogate for all combustion sources, a 
comparison between the NOY and the CO images for all 10 flights shows a close similarity, an 
indication of a common dominant source (i.e., motor vehicles). The fact that NOY plume images 
coincide more closely to the CO images than do the NO images is expected, since the 
atmospheric lifetime of the entire NOY group is substantially longer than that of NO alone.  NOY 
levels in the BL maximized at ~30 ppb, usually over downtown, and dropped to below 4 ppb at 
the edges of the research domain.  

Ozone:  Peak O3 levels observed during this study were in fact higher than those observed at any 
of the ground monitoring stations.  This is expected since O3 is removed by dry deposition near 
the surface (Van Valin et al., 1994).  In most cases the highest O3 levels were detected within the 
domain, with lower levels at the edges.  This observation is consistent with processes dominated 
by local sources.  However, in a few cases there were indications that the elevated O3 levels 
resulted from transport of sources north of the region (see Table 4).  The differentiation between 
local and transported sources is based on the wind direction, the location of the O3 cloud plume, 
and the relationship between the NOY and O3 plumes.  Table 4 summarizes the O3 information 
from all 10 flights.  The highest values observed at the air monitoring site on the ground were at 
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the San Diego Alpine air quality monitoring site on July 5 and 8, 2003, with a 1-h max value on 
both days of 108 ppb (California Air Resources Board, 2004).  

Sulfur Dioxide:  Because of strict emission controls, SO2 emissions in California are very low.  
It was assumed that the SO2 traces from offshore sources could be used to identify them. Indeed, 
during several flights SO2 emissions which originated in the vicinity of the San Diego Harbor 
were detected as the air mass drifted eastward.  During at least half of the research flights with 
peak values of up to 5 ppb.  Background levels were significantly lower, usually below 0.4 ppb.  
Unlike other spatially correlated pollution images discussed earlier, the SO2 images were quite 
different.  During half of the flights, high levels of SO2 were measured over a wide area at the 
eastern edge of the domain.  These relatively high levels were not accompanied by elevated 
levels of any other pollutant. 

 

Table 4.  Summary of peak O3 values observed during the flights. 
 

Flight Peak O3, ppb Probable source 

Ft 6 120 Local
Ft 7 135 Local
Ft 8 141 Local and transport of O3 from the north
Ft 9 135 Local 
Ft 10 133 Local and transport of O3 from the north
Ft 11   88 Local 
Ft 12 105 Local
Ft 13 112 Local
Ft 14 104 Local and transport of O3 from the north
Ft 15 104 Local

 

Visibility:  The only means available for estimating particle levels in this study was a TSI Model 
3560 3-λ light scattering instrument.  The image plots of the light scattered in the green 
wavelength’s region showed that visibility over most of the region was good (light scattering < 
1x10-5 m-1, i.e., < 10 Mm-1).  The light scattering image was similar in many ways to the nitrate 
image, suggesting that particulate nitrate is a main component of the particulate load.  
Furthermore, the lack of any correlation between light scattering and SO2 at the eastern edge of 
the domain suggests that the SO2 cloud plume observed is rather fresh and that significant 
conversion to particulate sulfate has not yet occurred. 

4.2.2  Sources of Photochemical Smog in San Diego 
The evolution of photochemical smog in the San Diego downtown plume is demonstrated in 
Figure 13 for Flight 11.  As shown, there is one distinct source of NO over the downtown area 
(Fig. 13a).  The NO plume is very short lived and rapidly converts to more extensive NO2 and 
NOY plumes (Fig. 13b and 13c).  The CO trace (not shown) is again very similar to that of the 
NOY.  The conversion of reactive NOY species (NOX=NO+NO2) to less reactive species (nitrate, 
nitric acid and PANs) occurs quite rapidly as can be seen from the nitrate image on Figure13d 
when compared with that of the entire “odd nitrogen” group (NOY, Fig. 13c).   
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The conversion of NOX to NOZ (NOZ=NOY-NOX) is illustrated in Figure 13e, which shows the 
so-called “chemical age” (NOZ/NOY) of the nitrogen plume (Trainer et al., 1993).  Low chemical 
ages (<0.4) are indicative of fresh emissions while high values (>0.7) indicate that the 
photochemical processes producing NOz are nearly complete, and little or no new additional O3 
can be produced (Olszyna et al 1994).  Figure 13e shows that the reactive zone is confined to 
near the downtown area and it becomes less reactive as the plume travels to the northeast.  
Consequently, when the chemical age increases to above 0.7, O3 is formed as the air mass ages 
and reaches its peak level where the chemical age approaches 0.8 (Figure 13f).   

4.2.3  Pollutant Transport 
The phenomenon of an isolated SO2-rich region, observed in at least 5 of the 10 flights, was most 
evident on Flight 9.  Over this area (an isolated 'island', inland east of 116.5ºC W longitude) SO2 
levels exceed 4 ppbv, significantly higher than those observed over the rest of the domain. The 
latter were typically below 0.5 ppbv, except for a small area covered in plumes from the coastal 
sources.  The area over which elevated SO2 levels was observed is defined by very sharp borders, 
as determined not only from the SO2 image but also by three other independent measurements - 
wind direction, O3 and CO.  Because of the location, the wind direction and the high ratio, it is 
highly unlikely that the source for this polluted air is from within the U.S.  This source likely 
originates from a metal refining operation or similar smelter-type source with limited or no 
pollution controls located across the border in Mexico.  

The data from Flight 9 seem to show that the region can be affected not only by transport from 
Mexico but also by sources north of the domain (i.e., Los Angeles).  In all other flights the 
highest CO levels were observed in the vicinity of the fresh NO emissions.  On Flight 9 the 
highest CO concentrations were not associated with fresh emissions but were co-located with an 
O3 peak with high chemical age (NOZ/NOY> 0.8).  In this specific case, it is unlikely that the 
source of the emissions was downtown San Diego, and that even after travel times of several 
hours the CO levels were still higher than those observed over the traffic sources near downtown.  
The only feasible explanation is that the air in this region has mixed with another air mass 
originating north of the domain.  Onboard in situ wind measurement indicates that the airflow at 
this location is from the north-northwest direction, which may suggest transport from the Los 
Angeles metropolitan area.   

4.2.4  Impact of Local and Transported Pollutants 
Based on the results presented in this section, the conclusions of this component of the study are 
as follows: 

• Offshore sources (commercial and military vessels) can be detected through their SO2 
plume which is easily identified due to the low SO2 regional background 

• The majority of SO2 in the region is transported from sources south-southeast of San 
Diego, most likely from Mexico. The ratio of SO2/NOY suggests emissions are from 
sources with limited or no controls.  

• Vehicular transportation is the main source of precursors leading to the formation of 
photochemical smog in the region.  During most flights it was observed that the entire 
process of daytime conversion of the fresh NO emissions leading to the formation of 
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ozone and NOz (HNO3, nitrate and PANs) occurred over the metropolitan area within the 
domain of this study. 

• In several cases there is evidence of transport of O3 and its precursors from sources in the 
Los Angeles area. 
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Figure 13.  Image plots of NO, NO2, NOY, nitrate NOZ/NOY and O3 calculated from the 
measurements performed on 19 July (Flight 11). 

4.3  Impact of Emissions from DoD Activities on Air Quality in the San Diego Area 
As discussed in the introduction, DoD training and operational activities are a source of pollutant 
emissions that can impact air quality.  A number of previous studies have sought to address this 

a b 
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e f 



29 

issue.  For example, Odman and Russell (2002) used two techniques to assess and analyze the 
impact of Fort Benning, GA, on the neighboring Columbus metropolitan area:  an adaptive grid, 
that dynamically reduces the grid size to better resolve evolution of the plumes from the source 
to the receptor coupled with direct sensitivity analysis, that efficiently yields the sensitivity of 
pollutant levels to emissions from various sources.  As part of a risk assessment study looking at 
populations living near large airports (analogous to some DoD facilities), Tesseraux (2004) used 
available monitoring data and found that there is an impact on the air quality of the adjacent 
communities but this impact did not result in levels higher than those in a typical urban 
environment.  Corbett and Koehler (2003) investigated the contribution of ship emission to an 
overall emissions inventory and concluded that global NOx emissions more than doubled. This 
work also produced a detailed sensitivity analysis of the inputs to these estimates, identifying 
uncertainty in vessel duty-cycle as critical to overall emissions estimates.  While the Odman and 
Russell (2002) work focused specifically on the impact of DoD emissions, none of these studies 
considered the impact of coastal emissions on urban air quality.   

In order to address this issue of impact assessment, a series of model runs were performed 
varying the emissions from DoD related sources for the intensive monitoring period used in the 
validation component of this work (July 2003).  The issue of actual impact on a secondary 
species, such as O3, is often difficult to discern since it not only depends on the reactivity of the 
precursor species but can also be titrated out through the reaction with NO.  Thus an increase in 
NO emissions can lead to an initial decrease in the concentration of O3 at one point in space and 
an increase further downwind.   

Figure 14a shows the model predicted O3 at 1600 on July 19, 2003 for all emission sources.  We 
see that the area north of San Diego has elevated O3 levels of up to 70 ppb.  This is primarily 
attributed to the emissions originating in Los Angeles.  The long ridge of ozone in the north east 
part of Figure 14a is due to polluted air from San Diego area that has undergone chemical 
reactions to form additional O3.  In Figure 14b the model shows the results when all DoD 
emissions were removed from the inventory.  The main spatial features of the O3 distribution is 
similar to that shown in Figure 14a.  The difference between the two scenarios is shown in 
Figure 14c.  This indicates that the added emissions from coastal DoD operations titrates out the 
O3 near to the sources, as demonstrated by the two large blue areas of decreased ozone levels ( -
11 and -5 ppb) in the south part of the domain.  There is a negligible increase, up to 2 ppb) in 
other regions.  It should be noted that the area being affected by the titration of O3 due to 
emissions from DoD operations is quite large (8000 km2). 

Simulations were also run for July 11, 13, 21, and 22, 2003 to further investigate the impact of 
emissions from DoD sources.  The difference graphs (similar to 10c) for these four scenarios is 
shown in Figure 15.  In Figure 15a we observe an increase in the O3 concentration in the 
northern part of the city.  Further north of this small ridge (2 ppbv), we find a decrease in O3 of 
up to 6ppb (i.e., without DoD emissions, O3 is reduced by 6ppb).  This period is unusual when 
compared with the other simulation dates in that the wind is predominately northerly; leading to 
transport of emissions from the south.  In Figure 15b we see alternating increases and decreases 
in the O3 levels following removal of the DoD emissions.  This behavior is due to the ratio 
sensitivity between the precursors of O3 (NOx and VOCs).  For July 21 (Figure 15c), a decrease 
of 3.9 to 2 ppb is predicted over western San Diego, while further down wind to the east and 
southeast we find an increase of up to 2 ppb. In Figure 15d (July 22), the area of decrease is 
larger, with a smaller area of increase.  The major cause of the predicted differences in O3 levels 
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for the four dates are small changes in the meteorology that influence the physical and chemical 
processes of the different air parcels.  For example for July 13, 21, and 22 the eastern part of the 
domain shows increased O3 due to transport from the west, while on July 11, O3 is higher in the 
north due to transport form the south.    

Given this complexity of O3 formation and the caveat that changes in emissions can lead to both 
formation and destruction of O3 in different regions of the domain, for this limited period of high 
O3, we find the overall contribution of DoD emission sources to the formation or titration of O3 
was found to be between +2% to -12% of the total, respectively.  Further, we observe the 
changes to the predicted concentration of O3 mainly occurring in and around the urban area of 
San Diego. 

 

 

 
Figure 14.  (a) Predicted O3 concentration (ppb) map with all emission sources for July 19, 2003 
1500 LST, (b) Same period but excluding emissions from DoD operations, and (c) Difference 
between (a) and (b). 
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Figure 15.  (a) O3 difference map (ppb) between for simulation with all emission sources and 
excluding DoD operations for July 11 2003 1500 LST, (b) for July 13 2003 1500 LST, (c) for 
July 21 2003 1500 LST, and (d) for July 22 2003 1500 LST. 
 

4.4  Impact of Emissions from an Individual Ship 
A unique aspect of the hybrid modeling system is the ability to maintain information on 
emissions from each source in the domain.  This enables us to determine the impact of individual 
sources on air quality.  One of the scenarios we investigated was emissions from a single ship to 
assess where its plume travels and the chemical changes undergone by the emissions from this 
source.  It should be noted that this type of scenario might be applicable to other cases of interest 
to DoD involving transport/dispersion and transformation in environments such as the land-sea 
interface and regions with complex terrain (e.g., transport of emissions from a toxic release in a 
harbor).   

Figure 16 shows a snapshot of polluted air parcels from a ship stack at 1500 local time.  The few 
parcels to the north (color red, 63 to 76 ppbv) are a residual part of the parcels that were 
transported north of the ship 7 hours earlier.  Later these parcels moved to the east and reacted 
with other air parcels to form additional O3.  This resulted in O3 production.  When considering 
the dominant flow of emissions, we find that the areas around the plume have increased levels of 
O3 due to the titration of O3 with NO in the plume.  While this is a test scenario, it demonstrates 
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the capability of the hybrid model to predict pollutant transport and transformation in the land-
sea interface while maintaining information on the impact of an individual source. 

 
 

Figure 16.  O3 distribution (ppbv) due to emissions from a ship in San Diego harbor, July 7 2003 
1500 LST. 
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5.0  Conclusions 
 

Many of the urban areas classified as non-attainment for O3 or PM10 and facing non-attainment 
for PM2.5 are located along the east and west coasts of the U.S. and are home to major DoD 
facilities.  These operations can be significant sources of the O3 and PM2.5 forming precursors, 
direct PM2.5 and PM10 emissions, and emissions of toxic species.  Hence there is a need to 
develop strategies to improve air quality while minimizing the impact on DoD operations.  Much 
of the uncertainty in developing effective approaches to control the sources of poor air quality in 
these areas is uncertainty in the emissions inventories; however, in coastal areas the situation is 
confounded by the complex meteorology associated with the land/sea interface.  While current 
air pollutant modeling systems can accurately predict chemical transformations under these 
conditions, they have difficulty predicting pollutant transport and dispersion.  In order to address 
this issue, we developed a hybrid model that does not incorporate the chemistry module within 
the dispersion-advection module but rather implements the chemistry module in a post-
processing mode.   

The hybrid modeling system developed in this study has the following advantages: 

• Incorporates the strengths of both the Lagrangian transport/diffusion model and Eulerian 
multi-box chemical model. 

• Modular system that can readily employ alternative chemical and transport-dispersion 
modules. 

• Capable of evaluating impact of emissions from individual sources in space and time (i.e. 
provides for a source/receptor relationship). 

• Designed to evaluate the impact of moving sources such as ship and aircraft emissions. 

As part of this program, we also performed an extensive validation of the hybrid model during a 
period of high O3 over the San Diego area.  This involved a series of aircraft measurements that 
employed a comprehensive platform for measuring emissions from individual sources and 
pollutant transport and transformation.  In order to compare model predictions calculated on an 
hourly basis with the aircraft data, we developed a novel approach that involved preparing a 
“mosaic” of the hourly model predictions that corresponded in space and time to the aircraft 
observations.  This methodology will enhance the applicability of future aircraft measurements 
for testing air quality models.  In addition, the database obtained in this phase of the study can be 
used by others researchers to in model evaluation studies. 

The model validation database enabled us to assess the impact of local and transported pollutants 
on air quality in the San Diego area.  Findings from this component of the study included: 

• Offshore sources (commercial and military vessels) can be detected through their SO2 
plume. 

• The majority of SO2 in the region is transported from sources south-southeast of San 
Diego, most likely from Mexico.  

• Vehicular transportation is the main source of precursors leading to the formation of 
photochemical smog in the region. 
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• There is evidence of transport of O3 and its precursors from sources in the Los Angeles 
area. 

We also used the model to assess two scenarios of interest to DoD.  These were as follows: 

• The impact of DoD emissions on air quality in the San Diego area. 

• The spatial and temporal impact of emissions from a single ship. 

To assess the impact of DoD emissions we evaluated a number of scenarios that included 
eliminating all DoD emissions in the region.  We found this led to both an increase and decrease 
in O3 depending on location.  This was due to the complex chemistry involved in O3 formation 
(i.e., increasing NO emissions will decrease O3 where the source was added while increasing O3 
further downwind).  Overall, DoD emissions were found to be a small contributor to the levels of 
O3 in the region.   

For the investigation of the impact of emissions from a single ship, we evaluated where its plume 
traveled and the chemical changes undergone by the emissions from this source.  We found the 
hybrid model was able to resolve the spatial and temporal impacts from a single source.  It 
should be noted that this type of scenario might be applicable to other cases of interest to DoD 
involving transport/dispersion and transformation in environments such as the land-sea interface 
and regions with complex terrain (e.g., transport of a toxic release in a harbor).   

As part of the transition component of this work, we have briefed a number of potential users on 
the results of this study.  In addition to SERDP, we have presented the findings at scientific 
meetings and to regulatory agencies (CARB, San Diego Air Pollution Control District, and 
Greater Vancouver Regional District (GVRD)).  CARB and GVRD have been particularly 
interested in using this approach to evaluate the impact of offshore emissions from ships on 
urban air quality. 
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