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1 Objective and Overview

The objective of the Sediment Volume Search Sonar (SVSS) program is to improve buried
unexploded ordnance (UXO) detection and classification performance over that which is
available with existing systems. This objective is accomplished through the design, build,
and demonstration of a sonar system for shallow-draft surface vessels. This sonar system
is capable of producing a novel form of three-dimensional synthetic aperture sonar (SAS)
imagery of surficial and buried UXO across a range of environments, and is particularly
suited for use in water depths less than 3 m. In addition to the fabrication of the sonar
system, this program develops the necessary beamforming software for the production of
three-dimensional SAS volumetric imagery and visualization software for the analysis of
this unique imagery. Sufficient detection and classification performance is demonstrated
to allow the operator to find surficial and buried objects of interest in water less than 5 m
depth.

The SVSS program is divided into three sequential phases. The first phase consists of
modeling and simulation of the SVSS sensor and its expected performance. This phase of
the program was completed in early 2017 and the results were documented in a technical
report [1]. This initial phase was followed by a design/build/demonstrate phase which
focused on providing a demonstration of the advantages of the system design while using
existing sonar hardware and software to minimize development costs. This technical
report serves to document the results from that second, prototype demonstration phase.
The third and final phase will focus on improving the system performance with purpose-
built hardware design.

In the following section, the technical approach to Phase 2 of the program is provided.
Section 2.1 will give a short overview of the acoustic environmental model developed under
Phase 1, and updates occurring during the Phase 2 period which will be leveraged for
future work. In Section 2.2, the hardware development and integration efforts are detailed.
Section 2.3 describes improvements to the signal processing algorithms used to form three-
dimensional imagery. The combined hardware and algorithmic system was used in a
demonstration conducted at a test site installed at the Foster Joseph Sayers Reservoir.
The selection of this test site and the installation of the target field are described in
Section 2.4.

Testing results are provided in Section 3. Details are provided on selection of the trans-
mit waveform in Section 3.1. Sonar imaging results from a high-frequency sidescan and
low-frequency volumetric beamforming are provided in Section 3.2. Finally, since reme-
diation activities typically require accurate localization of the imaged targets, the system
localization accuracy is characterized by comparing absolute position estimates between
a pair of data collections separated by eight days in Section 3.3.

This technical report is associated with a Go/No-Go decision point. The key questions
and topics ARL/PSU has addressed with respect to this decision point are:

• characterization of target detection across a range of water and sediment burial
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depths,

• demonstration of methods for mitigation of multipath reverberation,

• characterization of target localization accuracy,

• mitigation of the effects of platform motion on system performance, and

• mitigation of the effects of variability in sediment properties on performance.

Each of these items are addressed in this report, and the results of this analysis indicate
that the SVSS design is capable of creating sub-bottom imagery of UXO in the test
environment. Surficial and buried targets are successfully imaged across a pair of water
depths and a range of burial depths. These targets are accurately localized by the sensor,
and multipath interference is mitigated through sensor design. This technical report
demonstrates that the prototype SVSS design provides a capability not found in existing
systems.
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2 Technical Approach

The goal of the second phase of the SVSS program is to demonstrate, using a prototype
SVSS design, the capacity for the detection of buried UXO. The prototype system is
based on significant leveraging of existing sonar hardware and software. Modifications
made to this hardware were guided, in part, by the modeling and simulation results from
the Phase 1. A brief summary of the continued development of these models is provided in
Section 2.1. The development of hardware, and in particular a new projector, is detailed
in Section 2.2. The signal processing algorithms used to convert the raw sonar data into
three-dimensional imagery were also advanced during this phase. This work is described
in Section 2.3. Finally, a test site was established for the demonstration of the SVSS. A
description of the site and the targets installed is presented in Section 2.4.

2.1 Modeling Development

The Point-based Sonar Scattering Model (PoSSM) received considerable advancement
under the initial phase of this project. These advancements enabled PoSSM to generate
representative time series for the environmental component of the expected SVSS signal,
and to use the APL-UW Target in the Environment Response (TIER) model to generate
the target component. Together, these two models formed the basis upon which Phase 2
design decisions were made. A short description of PoSSM, including Phase 1 develop-
ments, will be provided here as background, with additional details available in the SVSS
Phase 1 technical report [1]. Also presented here is a brief summary of developments
made under collaborative projects, which we expect will be of significant benefit to SVSS
for future model/data comparisons, and to guide future programmatic decisions.

2.1.1 PoSSM Summary

PoSSM is a sonar modeling tool which produces calibrated, bistatic, frequency-dependent,
element-level, representative time series suitable for coherent signal processing. It employs
a “model of models” architecture (Figure 1), with many of the acoustic sub-models al-
ready documented in peer-reviewed literature and textbooks. In this context, the term
“points” is in reference to the discretization of the environment for calculation of the
acoustic field via a variety of acoustic models (Figures 2 & 3). This architecture lends
itself nicely for parallel computation, particularly on Graphics Processing Units (GPUs),
with portions of the code implemented in CUDA, an application programming interface
developed by Nvidia for execution on CUDA-enabled GPUs. The main development lan-
guage for PoSSM is Matlab. This combination allows PoSSM simulations to include
millions of scatterer calculations on consumer-grade GPUs, to billions on server-grade
GPUs, in a few seconds, while still retaining flexibility to implement or develop any nec-
essary physics-based models. During Phase 1, modules for generating synthetic time series
for diffuse interface scattering, specular interface scattering, and diffuse volume scattering
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Figure 1: Flowchart of the primary constituents of the ARL/PSU Point-based Sonar
Scattering Model (PoSSM).

were advanced, with the diffuse interface scattering component having been validated and
documented in the literature [2].
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(a)

(b)

Figure 2: Diffuse interface and volume scatterer composite levels are shown for a single
ping, between a single transmit-receive pair at the extreme corners of the sonar. The
composite scatterer level includes the source level and effects of transmit and receive
beampatterns, model-based scattering strength, attenuation, spreading loss, and, for

volume scatterers, the two-way transmission through the interface.
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(a)

(b)

Figure 3: Simulated received pressure time series corresponding to Figure 2. The
transmitted signal was a 15-25 kHz 3 ms LFM. For the Very Fine Silt simulation, the

diffuse volume scattering component dominates the combined signal, whereas the diffuse
interface scattering component dominates for Medium Sand.
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2.1.2 Recent PoSSM Development

Since the completion of the Phase 1 technical report, PoSSM has received significant
interest from the community and investment from other sponsors. Several advances we
expect will be of benefit to SVSS are summarized in this section.

• Development of Sediment-Sediment Layer Interface Component
During Phase 1, development of PoSSM was focused on acoustic returns from the
water-sediment interface, and the sediment halfspace. Upon further investigation
of the test site at Foster Joseph Sayers Reservoir, the lakebed may be more closely
approximated as a silty-clay sediment, deposited since reservoir creation, over top
of an existing clay. Recent work has been conducted to permit calculation of the
diffuse interface component from a sediment-sediment layer. Also, sediment prop-
erties utilized in PoSSM were based upon those described in APL-UW TR-9407 [3],
which may not accurately represent the acoustic scattering, sound speed, and at-
tenuation properties of the test site sediment. Recent improvements now permit
more generic sediment types, for example values obtained from core logging. Future
SVSS investigations may leverage these new PoSSM components to better represent
the sediment at the current, and any future, test sites.

• Seafloor Texture and Bathymetry
To more appropriately simulate the diffuse interface component, the ability to ac-
count for seafloor texture and bathymetry has been included. While accounting for
a non-flat seafloor is of greater importance to side-looking sonars at low grazing
angles than to sonars operating at near-normal incidence when considering just the
amplitude of the signal (since the effects of roughness are already included in the
diffuse and specular interface level calculations), there may be some benefit to in-
clude roughness and bathymetry for quantifying SVSS beamforming performance
over a varying bottom.

• Generic Sonar Formats
The sonar configuration has been generalized to allow PoSSM to simulate a wider
range of sonar array designs. This is expected to benefit SVSS should a redesign
feasibility study need to be conducted for future performance improvements.

• General Efficiency and Stability Improvements
As with any software-based product, there have been continual computational ef-
ficiency improvements, and corrections to inadvertent mistakes. There has been
additional focus to ensure computational stability on any CUDA-enabled GPU.
This includes ongoing strides towards establishing benchmark examples, as well as
expanding from high-end consumer GPUs in workstations to both mobile worksta-
tion laptops with Nvidia GPUs and distributed computing systems. Work in this
area is aimed at making PoSSM a capable tool for anything from basic research
pursuits to large data generation tasks.
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Figure 4: The Sound Hunter test platform is a nine-meter pontoon boat. The
projector and receive array are shown here mounted in the forward portion of the boat.
These components are mounted in a rectangular frame that is lowered into the water

during testing.

2.2 Hardware Development

The modeling and simulation effort described in the SVSS Phase 1 technical report ex-
plored a notional design of a two-dimensional synthetic aperture sonar system [1]. This
design involved leveraging existing hydrophone modules and developing a new acoustic
projector. As part of the Phase 2 effort, the hydrophone array was expanded to 80 chan-
nels and reconfigured into a geometry suitable for sub-bottom imaging.

The boat and the SVSS sonar hardware configuration are shown in Figure 4. In the
forward portion of the boat, the sonar transmit and receive hardware is seen mounted in
a rectangular frame with several yellow cables. A schematic diagram of the projectors
and receivers is shown in Figure 5a and a photo of the array mounting plate is shown in
Figure 5b. The receiver locations are shown as small yellow squares with the letter R, and
the projectors are shown as larger blue squares with TX and a subscript to indicate the
position. The projector labeled TXF is unused for the SVSS program. Finally, a Doppler
Velocity Log (DVL) is mounted in the aft portion of the plate, and it is shown with an
orange circle.

The SVSS receive array is made up of a series of eight-channel hydrophone modules. These
modules are designed so that when flush mounted they create arrays with a 9.14 cm center-
to-center spacing. In the modeling and simulation phase, the array was made up of six
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Figure 5: A schematic diagram and photo of the Sound Hunter array configuration are
shown in (a) and (b), respectively. The array consists of 80 receive channels, which are

labeled R, and six projectors, which are labeled TXXX. The SVSS can also utilize a
Doppler Velocity Log (DVL) which is mounted aft of the sonar array.

of these eight-channel modules and they were arranged in a 4x12 channel grid. Four new
hydrophone modules were fabricated during Phase 2 and the array was expanded to add
a 4x8 channel section forward of the originally planned 4x12 channel section. This layout
is seen in Figure 5a. In this arrangement, the sonar array will be roughly 73 cm in the
along-track direction and 1.1 m in the cross-track direction.

2.2.1 Projector Development

Sediment interface and volume reverberation are the dominant sources of interference
in the detection of buried UXO. Minimizing this reverberation requires highly directive
transmit and receive beams; however, a highly directive real aperture projector can only
interrogate the small region ensonified by its beam. This greatly restricts the area cover-
age rate of such a system. To avoid this limitation in the SVSS, transmit directivity will be
achieved in post-processing by using the coherent combination of a series of transmissions
from broadbeam projectors. This is equivalent to the approach used by a synthetic aper-
ture sonar to synthesize large transmit and receive apertures to achieve high resolution
imagery. Using the array configuration shown in Figure 5, the projectors are ensonified in
a repeating sequence (TXL - TXLC - TXC - TXRC - TXR) as the sonar system transits a
survey track. This will permit SAS beamforming in both the along-track and cross-track
directions independently. Performance gains of this design are described in detail in the
Phase 1 technical report [1].
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After the Phase 1 modeling and simulation effort, the goal was to identify a low-cost,
commercially available transmit element, and build a suitable mounting baffle to produce
the desired beam width and passive multipath rejection. The intended benefit of this
approach was to keep the production cost of a final system as low as possible. The
ITC-1001 transducer, which was manufactured by International Transducer Corporation
(ITC), was modeled along with a number of baffle designs. Validation of this modeling
effort was to be followed up with tank experiments for characterizing baffle performance.
Unfortunately, ITC declared bankruptcy during the execution of Phase 1, and ceased
production of transducers. ARL/PSU reached out to additional vendors; however, it
was not possible to identify any commercially available transducers that could meet our
schedule and/or technical requirements.

As a fallback plan, ARL/PSU decided to build a custom projector based on an existing
tonpilz transducer element [4]. These tonpilz elements are surplus items, and were pro-
vided to this program at no cost. A tonpilz projector is typically built from an array
of tonpilz elements mounted in an air-backed housing. While the design of this housing
adds additional design cost, it does have one distinct advantage: the housing’s air-filled
back volume creates a significant baffling effect that limits the sensitivity of the projector
in the aft direction. For the current use case (downlooking), this design reduces multi-
path interference by attenuating the transmitted field in the direction of the air-water
interface.

The tonpilz elements are connected to a mount, or “web”, within the housing. The
design of the web must provide the proper element location and spacing to achieve the
desired beampattern from the active face of the transducer. It must also provide acoustic
isolation of the elements from the non-active surfaces of the housing and between each
other. This acoustic isolation is critical to reduce unwanted radiation that may contribute
to multipath interference.

The transducer element has a nodal attachment to the mount. This type of attachment
assumes that the transducer element mounting plate is located at a minimum displacement
location in the ceramic motor section, or a node. This does not mean zero displacement.
As such, when the transducer is driven to produce sound from the radiating head, it
must react against the mounting location. In order to reduce the amount of vibration
from the nodal drive point that reaches the array housing, there must be an additional
amount of isolation provided between it and the transducer elements. The mount design
is a layered damping media with metallic constraining septum concept. The forward
septum provides a rigid mounting surface for element alignment in the array. The middle
layers consist of polyurethane and corprene (cork/rubber). The aft septum acts as a rigid
mounting surface for the array housing and a reflective layer in the impedance mismatch.
Corprene, whose characteristic impedance is five times lower than water/urethane, also
provides isolation primarily through impedance mismatch. The SVSS projector design
arrangement is shown in Figure 6. It should be noted that while this design is relatively
inexpensive and effective, it can only be used in low hydrostatic pressure (i.e. shallow
water) conditions.
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Figure 6: Cross section of projector array, mount, and housing. A tonpilz element is
called out as item 6, and the layered mount which provides element isolation is called

out as item 3.

The utility of the above design is best seen by reviewing the actual directivity of the final
array assembly. A transmit directivity pattern is shown in Figure 7. The front-to-back
ratio of the sound is > 30 dB and the sidelobe levels are < -20 dB. The implication of
this performance is that the isolation system is working to both minimize the vibration
from the projector elements getting to the housing, and to reduce the element-to-element
interaction to the point that it is not elevating the sidelobe energy. Since the corners of this
unit are shaded, the aperture acts like a circular piston which should have at least -17.8
dB secondary lobes, relative to the main lobe of the pattern at 20 kHz. Additionally, the
modeled sensitivity of the projector is compared to the measured sensitivity in Figure 8.
At the 100 V full drive voltage, this projector is capable of a peak source level of 200 dB
re µPa @ 1 m.
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Figure 8: The modeled Transmit Voltage Response (TVR) of the 16 element projector
design is compared to the measured TVR.

2.3 Signal Processing Algorithm Development

The raw data generated by the SVSS sensor must be processed in order to form three-
dimensional imagery of the seafloor volume. The process of converting from raw, channel-
level measurements of the scattered pressure field to an image is called beamforming. A
number of beamforming algorithms have been developed in numerous research areas in-
cluding radar imaging [5], seismic imaging [6], and sonar imaging [7]. One technique that
is known for its combination of simplicity and robustness is the backprojection beam-
former [8]. This class of beamformer is also commonly known as a “time-domain” beam-
former.

The central concept in backprojection is an inversion of the forward propagation and scat-
tering model through time-domain manipulations of the recorded signals. This inversion
is performed in order to form an estimate of the scattering strength of the scene that has
been ensonified. Using the geometry defined in Figure 9, the value written to a pixel at
a position χ̄S is given by

f(χ̄S) ∝
∞∫∫

−∞

w(χ̄T , χ̄R, χ̄S)p(χ̄T , χ̄R, t)δ(t−
c

2
(|χ̄S − χ̄T |+ |χ̄S − χ̄R|)) dχ̄S (1)
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Figure 9: The field projected by a transmitter at χ̄T is scattered from an interface
point at χ̄S and is received at χ̄R.

where δ is the Dirac delta function, p(χ̄T , χ̄R, t) is the scattered field observed at the
specified positions, and w(χ̄S) is a weighting function applied to the aperture.

When compared to other beamforming techniques, the backprojection algorithm has a
relatively intuitive interpretation. Equation 1 states that every beamformed pixel con-
sists of the accumulation of a number of weighted and delayed time series; hence, the
backprojection algorithm is often described as a “delay-and-sum” beamformer.

ARL’s implementation of a backprojection beamformer is called the Advanced Synthetic
Aperture Sonar Imaging Engine (ASASIN) [9]. ASASIN was originally implemented to
generate high-resolution synthetic aperture sonar (SAS) imagery from both high-frequency
(>100 kHz) and mid-frequency (∼10 kHz) imaging sonar systems. Each of the imaging
sonar systems supported by ASASIN generate two-dimensional imagery from one dimen-
sional receiver systems. Additionally, the region imaged on the seafloor is typically in the
far-field of the physical sonar system. Neither of these are true for SVSS data; conse-
quently, several changes were made during the first phase of the SVSS program to adapt
ASASIN to near-field volumetric beamforming. The primary changes were to:

1. calculate independent transmitter and receiver element field-of-view prior to back-
projection,

2. include a sediment-water interface refraction model in determining propagation
time, and

3. enable three-dimensional data output and provide three-dimensional image viewers.

Traditional SAS beamforming assumes an isovelocity (constant sound speed) propagation
path between the sensor and the imaging point. While this isovelocity approximation is
rarely true, small deviations in sound speed have a minor effect on image quality. In the
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case of larger deviations, autofocusing techniques may be applied to recover some loss
of focus quality [10]. SVSS imaging within the seafloor may present the backprojection
algorithm with a discontinuity in sound speed much greater than that ever observed for
propagation in water. The effect of refraction must be included in the beamforming algo-
rithm to give the best possible image quality. Fortunately, the backprojection algorithm
is well suited to this type of modification. For any desired imaging point, one only has
to provide a model for the propagation time from the source to the imaging point and
from the imaging point back to the receiver. This model was implemented in ASASIN as
a root solver during Phase 1. Extensive testing in Phase 2 revealed numerical instability
for some imaging conditions. A new implementation of the of a (up to) fourth order root
finding algorithm has been developed. Under some circumstances the condition of the
system can become stiff or even ill-conditioned, which can adversely affect the accuracy
of the computed roots. This new root finder overcomes some of the previous difficul-
ties encountered with its predecessor which required special treatment in order to handle
numerically challenging situations.

Several simplifications and approximations were used in the Phase 1 modeling and sim-
ulation effort. First, the sound speed was a user-specified parameter. ASASIN now
calculates the sound speed for the SVSS from the recorded water temperature (and salin-
ity if appropriate) using the Mackenzie equation [11]. Second, the altitude of the sensor
above the interface was a user-specified parameter. ASASIN has been modified to include
an altitude estimation algorithm prior to the beamforming stage. Finally, the modifica-
tions to the beamforming kernel implemented in Phase 1, while mathematically correct,
were not optimized for speed or memory usage. The beamforming kernel within ASASIN
was modified in numerous ways to address shortcomings in the Phase 1 implementation.
Global memory management was improved, and a more efficient use of hardware registers
resulted in increased performance.

The primary ASASIN output data type is called the Science product. The Science product
is written using the open Hierarchical Data Format version 5 (HDF5) format [12]. It
includes the complex output imagery, navigation information, environmental information,
and system parameters. A detailed list of the data included in this format is provided in
Table 1. A batch processing framework has also been established for post-processing the
beamformed imagery. In this framework, a directory of output is recursively processed to
generate data representations such as image slices or projections. These data products
are discussed in Section 3.2.2. Where appropriate, these new output products can be
georeferenced using the information provided in the /Geodesy/ group.
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Table 1: ASASIN generates the Science data product which is an HDF5 file containing
processed sonar imagery as well as information about the data collection and signal

processing algorithms. The output stored in /Data/ has dimensions MxNxL where M is
along-track, N is cross-track, and L is depth. The image is formed using P sequential
transmissions (pings) of the sonar system. The version number in the final column

indicates the science file version where each dataset was added to the format.

Dataset Name Size Type Units Version
/Version 1x1 Float64 1.0
/ASASIN 3x1 UInt32 1.0
/Band 1x1 Enumeration 1.0
/Side 1x1 Enumeration 1.0
/Data/Imag MxNxL Float32 1.0
/Data/Real MxNxL Float32 1.0
/Environment/Salinity 1x1 Float32 PPT 1.2
/Environment/SoundSpeed 1x1 Float32 meters/second 1.2
/Environment/Temperature 1x1 Float32 Celsius 1.2
/Geodesy/WGS84 1.1
/Geodesy/WGS84/CoordinateTransformation 4x4 Float64 1.1
/Metrics/DpcCorrelation 1x1 Float32 1.0
/Metrics/ImageQuality 1x1 UInt32 1.3
/Nav/Acceleration Px3 Float64 meters/second2 1.0
/Nav/Altitude Px1 Float64 meters 1.0
/Nav/Course 1x1 Float64 radians 1.0
/Nav/Depth Px1 Float64 meters 1.0
/Nav/Latitude Px3 Float64 radians 1.0
/Nav/Longitude Px1 Float64 radians 1.0
/Nav/Pitch Px1 Float64 radians 1.0
/Nav/PitchRate Px1 Float64 radians/second 1.0
/Nav/Position Px3 Float64 meters 1.0
/Nav/Roll Px1 Float64 radians 1.0
/Nav/RollRate Px1 Float64 radians/second 1.0
/Nav/Time Px1 Float64 seconds 1.0
/Nav/Velocity Px3 Float64 meters/second 1.0
/Nav/Yaw Px1 Float64 radians 1.0
/Nav/YawRate Px1 Float64 radians/second 1.0
/Parameters/CenterFrequency 1x1 Float32 Hertz 1.0
/Parameters/CircleRadius 1x1 Float32 meters 1.0
/Parameters/IntermediateFrequency 1x1 Float32 Hertz 1.0
/Parameters/Pings 1x1 UInt32 1.0
/Parameters/PingsOverlap 1x1 UInt32 1.0
/Parameters/PingRange 1x2 UInt32 1.4
/Parameters/ResolutionAlongTrack 1x1 Float32 meters 1.0
/Parameters/ResolutionCrossTrack 1x1 Float32 meters 1.0
/Parameters/ResolutionDepth 1x1 Float32 meters 1.0
/Parameters/SystemSampleRate 1x1 Float32 Hertz 1.0
/Parameters/UpsampleFactor 1x1 UInt32 1.0
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2.4 Test Field Installation

This section documents the installation of the SERDP test site at the Foster Joseph Sayers
Reservoir. Section 2.4.1 provides an overview of the reservoir, details on sedimentation
rates, a description of how the test area was selected, and the necessary approvals and
permitting process to utilize this site. Section 2.4.2 reviews the target types, their burial
locations, and photos of the individual objects.

2.4.1 Foster Joseph Sayers Reservoir

Foster Joseph Sayers Reservoir, near Howard, PA approximately 20 miles NNE of ARL/PSU,
was created in 1971 by the United States Army Corps of Engineers for flood control. This
lake covers roughly 1,700 acres and is eight miles in length. During the winter months,
typically December to April, the pool height is lowered to accommodate springtime snow-
pack runoff, which exposes a portion of the lakebed. The test site was chosen due to
its close proximity to ARL/PSU, and because the winter lowered pool height provided
a unique opportunity for establishing an accurate ground truth test bed. At low pool
height during March 2017 and 2018, two testing sites were prepared, with sonar testing
being conducted during the summer of 2017 at full pool height.

An image of the lake is provided in Figure 10. The lake was formed by damming Bald
Eagle Creek. The creek inlet is seen in the southwest corner of the lake, and the dam is in
the northeast corner. For flood control, the the US Army Corps of Engineers seasonally
reduces the pool height by approximately 5 feet in early December, and another 10-15 feet
in February. A historical plot of the lake level for a 16 month period is provided in
Figure 11.

A detailed study of sedimentation within the lake was conducted by Flippo as part of
Department of the Interior preparations for the construction of the dam [13]. This study
estimated Bald Eagle Creek provides a suspended sediment load of 32,000 tons per year.
The suspended sediment was found to be 34 percent clay and 62 percent silt, with the
remaining sediment being sand. Flippo estimated that 70 percent of the transported
sediment is deposited or trapped in the lake. This sedimentation rate represents 12
acre-feet of capacity loss per year. Assuming this sediment is uniformly spread over the
reservoir, 2.1 mm of sediment will accumulate per year. Over the 47 years since the study,
sedimentation should account for approximately 10 cm of accumulation. This agrees well
with our observations of a 7-8 cm upper silt layer during the target field installation,
Figure 12.

The approved testing area is approximately indicated with an orange box in Figure 10
and is also shown in more detail on a bathymetric chart in Figure 13. Two sub-regions
were selected to install a pair of test fields. When the reservoir reaches the typical summer
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Figure 10: The Foster Joseph Sayers Reservoir is located near Howard, PA and it
serves as the site for SVSS testing and demonstration.

pool level, one of these sub-regions has a 1.3 m water depth, while the other has a 3.0 m
water depth. The absolute depths vary slightly based on actual pool height. These sub-
regions will be described as “shallow” and “deep,” respectively, for the remainder of this
report.

The test area was selected based on an analysis of water depths, surface craft traffic
patterns, and historical imagery. This section of the lake provides water depths that
allow characterization of the shallow water imaging capability of the SVSS sensor. Due
to the shallow water depths and the proximity of the partially exposed railroad bed to
the northwest of the test areas, recreational boat traffic is relatively low. Finally, an
analysis of historical imagery helped to identify sub-regions within this test area in which
to establish the test sites. Four images of the test site, collected over a 76 year period,
are shown in Figure 14. Figure 14a, which was taken in 1938, shows the fields, forest,
and farm land that was in place before the dam was built in 1971. A farm field, visible
as a white right-trapezoidal shape, provides an ideal location for planting the target field
because land used for agricultural purposes will have had all tree stumps and large near-
surface rocks removed. Figure 14b was taken as the area flooded after the dam was built.
Figure 14c shows the lake level near the maximum winter drawdown, while Figure 14d
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Figure 11: The reservoir level is varied throughout the year. Typical summer pool
height is 630 ft, with two stages of drawdown during the winter for flood control: 625 ft

and 615 ft. Red bands indicate test site preparation periods during 2017 and 2018
respectively, and gray dashed lines indicate the main two testing dates discussed here.

shows the lake at the full summer pool level. Additionally, the remnants of a road on
the southwest edge of this field are still visible in Figure 14c. This road provides a firm
bottom for staging equipment during test field installation.

ARL/PSU has been working with various federal and state organizations to obtain neces-
sary permissions and to address concerns raised. To date, these discussions have included
the US Army Corps of Engineers (USACE), the Pennsylvania Department of Conserva-
tion and Natural Resources (PADCNR), the Pennsylvania Fish and Boat Commission
(PFCB), the Pennsylvania Department of Environmental Protection (PADEP), and the
Susquehanna Economic Development Association Council of Governments (SEDA-COG)
Joint Rail Authority. The essence of the permitting process seeks to ensure the safety
of both researchers doing the testing and other users of the lake, and to abide by any
pertinent environmental protection legislation.

To minimize impact to other users, a less trafficked region of the reservoir was chosen as the
test site, and operations were conducted during the workweek. The permissions/permits
ARL/PSU has obtained are summarized below.

• PADCNR Letter of Authorization

– Summary: The Letter of Authorization (LOA) provides permission for activ-
ities described in the LOA. A summary of activities, and time and location
to conduct activities, are outlined in the document. A summary of the afore-
mentioned items, including a Risk Management Plan and insurance rider, is
required.
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– Status: Issued; LOA-0720 (2017), LOA-1979 (2018).

• USACE Real Estate Permit

– Summary: The Real Estate Permit allows for ARL/PSU researchers to access
the test site from USACE land, which may be outside PADCNR jurisdiction,
in order to bury the targets. Insurance rider is required.

– Status: Issued; License #DACW-31-3-17-0260.

• PFCB Buoy Permit

– Summary: A buoy permit allows ARL/PSU to place buoys as markers to
identify the test field. This identification is meant to facilitate testing as well
as mark a potential hazard to navigation (although none is expected since the
targets will be buried).

– Status: Issued; Permit #1620.

• SEDA-COG Private (RR) Grade Crossing

– Summary: A private grade crossing allows ARL/PSU to have a temporary
crossing installed across active railroad tracks to facilitate test site access for
personnel and equipment during site preparation periods. Insurance rider is
required.

– Status: Issued; License #00-132.0.

ARL/PSU has received concurrence from both state and federal authorities that the
planned scientific experiments are compliant with environmental protection legislation.
Several key aspects of the planned experiment were highlighted as bringing the activities
into compliance without the need for further approval:

1. objects being placed are for scientific purposes,

2. objects will be constructed of inert materials,

3. objects’ positions will be recorded,

4. objects will be removed at the completion of the study, and

5. no additional sediment fill is required.

The relevant legislation and confirmation of compliance is summarized below.

• Pennsylvania State Environmental Protection Code (Title 25)

– Confirmed. Email received 5 October 2016 from Kipp Starks (PADEP); SVSS
activities qualify for Waiver 12 under Chapter 105 § 105.12(a)(12)

• United States Environmental Protection Agency Clean Water Act

– Confirmed. Email received from Amy Elliott (USACE); Sec 404 states Federal
authorization is assumed with State Waiver 12 (below)

UNCLASSIFIED 29 of 75



UNCLASSIFIED

Figure 12: The two distinct sediment sequences are visible in this photograph taken
from within a test hole dug prior to target deployment. The uppermost sequence is
made up of the fine silt and clay transported into the reservoir by Bald Eagle Creek.
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Figure 13: The region approved for testing is shown on a map of the lake depth. Note
an old railroad bed to the north-west of the test region. This feature is visible in the

aerial photos shown in Figure 14.
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(a) 1938 (b) 1971

(c) 2006 (d) 2014

Figure 14: This figure provides a view of the region of Sayers Lake where the shallow
test site is planned. In 14a a white farm field can be seen that has a right-trapezoidal

shape. This farm field will provide an ideal location for planting the target field because
land used for agricultural purposes will have had all tree stumps and large surficial rocks

removed.
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2.4.2 Target Deployment

An initial set of targets were deployed in early March of 2017. The installation process
included one day of staging the targets and equipment along the exposed roadbed near
the test sites. This staging exercise was followed by two days of target installation. A list
of the deployed targets and their properties is provided in Table 2. The target strengths
listed in this table are high frequency (ka� 1) approximations taken from Urick [14, Table
9.1]. These targets were selected to provide a range of sizes for evaluation of the SVSS
while also being small enough to be manually transported 1.2 miles from the shore of the
lake.

The final layouts for March 2017 installation of the shallow and deep sites are provided
in Figure 15. The shallow site has fifteen target positions labeled P01-P15 in Figure 15a.
At each of these positions, the target is indicated with the target identifiers from Table 2.
The targets labeled “Tx” are a “mixed” target type. At shallow P14, a shot put is buried
with a ladder section on the interface above it. At shallow P15, a shot put is buried with
another shot put on the interface above it. Additionally, another ladder section is on
the interface parallel to shallow P11. The deep site has thirteen target positions labeled
P01-P13 in Figure 15b. Again, at each of these positions the target is indicated with the
target identifiers from Table 2, and the targets labeled “Tx” are a “mixed” target type.
At deep P11, two surface shot puts are closely spaced.

Table 2: Target properties for items deployed in the Sayers Reservoir shallow and deep
fields during the 2017 test site installation.

Target Target Target Target Target Target
Name Identifier Length Diameter Strength Description

[cm] [cm] [dB]
Shot put T1 N/A 10.2 -31.9 12 pound steel shot puts

Small Cylinder T2 30.5 15.2 -11.9 Solid Al (6061) cylinder
Large Cylinder T3 61.0 15.2 -5.9 Solid Al (6061) cylinder
Concrete Block T5 39.7 19.8 - Cinder block

Clutter C Various Various - Assorted rocks from area

After target deployment, aerial imagery of the test location was reviewed to ensure the
surface targets had not been disturbed after deployment. A mosaic of the overhead
imagery is shown in Figure 16. In this figure, the shallow and deep sites are called out
by red boxes and associated labels. The submerged roadbed forms a vertical feature
through the image. The white areas of the image are due to snow that fell shortly after
deployment. Detailed imagery for the shallow site and deep site are shown in Figure 17.
The concrete blocks marking the corners of the test field are seen in the corners of these
figures. The surface targets are more easily visible against the background of sediment in
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the deep site. The surface ladders are easily seen in the shallow site.

As each target was placed, it was photographed with a slate including the target iden-
tification and a handheld GPS unit to document the target position. Orientation was
recorded for the cylindrical targets using the magnetic compass in the handheld GPS.
Finally, the burial depth to the top of the target was recorded for each of the buried
targets. Individual images of each placed target are shown in Figure 18 and 19.

Beneath each image in these figures is a unique target identification string. The string
begins with {D,S} to indicate the shallow or deep site. This is followed by {P##} to
indicate the position within that site. This is followed by {T#} to indicate the target
type provided in Table 2. Finally, the identification string ends with {D#} to indicate the
nominal burial depth. D0 targets are proud, D1 target are buried approximately 5 cm,
and D2 targets are buried approximately 10 cm. Actual target burial depths determined
by physical and acoustic survey are provided in Table 5.

For reference, a selection of the additional targets installed in the March 2018 field in-
stallation are provided in Figure 20. These new targets include several inert ordnance as
well as additional clutter targets.
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(a) Shallow Site Layout

(b) Deep Site Layout

Figure 15: The shallow site and deep site target layouts are provided above. Note that
the orientation of the layout is provided in the lower left corner of each figure. The
shallow site has fifteen target positions (P01-P15), and the deep site has thirteen

positions (P01-P13). The target type identifier is shown below each position, and the
reference can be found in Table 2. Target positions specified with a target type “x” are
mixed combinations of targets. See the text of the document for a description of these

positions.
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(a) Shallow Site (b) Deep Site

Figure 17: The test site details are provided from the mosaic shown in Figure 16. The
shallow site (a) is partially obscured by snowfall. The ladders and surface cylinders are

called out by arrows. The deep site (b) shows more detail due to the lack of snow. All of
the surficial targets, markers, and clutter are visible here.
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3 Results and Discussion

The SVSS system was tested at the Foster Joseph Sayers Reservoir test site seven times
over a seven week period spanning 13Sep2017 – 8Nov2017. Testing dates and goals are
provided in Table 3. Initial testing focused on troubleshooting and characterizing the
installation of new sonar hardware. The proximity of the test site shortened the overall
schedule during this debugging phase. Any problems identified during testing were ad-
dressed back at ARL/PSU facilities. Following successful hardware integration, testing
was conducted to characterize a number of potential transmit waveforms. The waveform
details are provided in Section 3.1. Using the identified waveforms, data were acquired
during a pair of surveys on 31Oct2017 and 8Nov2017. The survey results for a commer-
cial the high-frequency sidescan data are provided in Section 3.2.1. The results for the
ARL-built low-frequency sub-bottom imaging are provided in Section 3.2.2.

For brevity, the characterization of the sensor hardware has been withheld from this
section, and is instead presented in Appendix A. This appendix includes sensor noise
characterization in Appendix A.1, projector calibration in Appendix A.2, and hydrophone
calibration in Appendix A.3.

Table 3: Seven test events were held over the period spanning 13Sept2017 – 8Nov2017.

Test Date Test Goals
13Sep2017 Self Noise Characterization & Projector Integration
15Sep2017 Electronic Self Noise Characterization & Troubleshooting
22Sep2017 Self Noise Characterization & Projector Integration
28Sep2017 Projector Testing
10Oct2017 Waveform Characterization
31Oct2017 Initial Survey
8Nov2017 Final Survey

3.1 Waveform Selection

A number of transmit waveforms were employed to characterize the SVSS projector per-
formance. Seven distinct waveforms, whose properties are listed in Table 4, were used
during these two events. There are several competing criteria to consider in the waveform
selection process. Low frequencies are desired to minimize sediment attenuation and to
potentially excite elastic phenomena within UXO. High bandwidth is desired to provide
fine depth resolution in the output imagery. Finally, spectral windowing should be ap-
plied to the signal to insure the auto-ambiguity function (AAF) has low sidelobes. The
quality factor of the projector at its 20 kHz resonance frequency created an artificially
narrowband signal for those waveforms that swept through this frequency. In considering
the 20-35 kHz waveforms, the shortest pulse length created lowest sidelobes in the AAF.
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Figure 21: The primary waveform used during testing is a linearly frequency
modulated chirp spanning 20-35 kHz with a pulse period of 257µs. A Taylor window,
with 5 sidelobes at -40 dB, is applied to this transmit signal to reduce sidelobes in the

auto-ambiguity function.

Consequently, the bulk of the testing conducted on 31Oct2017 and 8Nov2017 used the
first waveform listed in Table 4. The normalized waveform, transmit spectrum, and AAF
are plotted in Figure 21.

Table 4: Several waveform options were examined during testing. The first waveform
in this table was selected for use in the majority of the testing conducted on 31Oct2017

and 8Nov2017.

Waveform Start-Stop Pulse Window
Type Frequency [kHz] Length [ms] Type
LFM* 20-35 0.255 Taylor (5,-40 dB)
LFM 20-35 1.000 Taylor (5,-40 dB)
LFM 20-35 2.016 Taylor (5,-40 dB)
LFM 12-27 0.257 Taylor (5,-40 dB)
LFM 12-27 1.025 Taylor (5,-40 dB)
LFM 12-27 2.023 Taylor (5,-40 dB)
LFM 10-40 2.016 Chebyshev -100 dB

3.2 Sonar Imaging Results

The objective of the surveys conducted on 31Oct2017 and 8Nov2017 was to detect the
presence of objects in the two target fields described in Section 2.4. The SVSS system
tracks for the two survey days are shown in Figure 22. The testing on 31Oct2017 collected
four tracks in the deep field and ten tracks in the shallow field. Testing on 8Nov2017
attempted to provide coverage over the test site by “mowing the lawn” with a series of
nominally straight and parallel tracks. Fourteen tracks were collected in the deep field,
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(a) 31Oct2017 Testing

(b) 8Nov2017 Testing

Figure 22: Georeferenced tracks are shown for survey testing on 31Oct2017 and
8Nov2017. The shallow and deep test sites are located on the left and right of this

figure, respectively.

and twelve tracks were collected in the shallow field. A total of forty data collection tracks
were run in the two test fields over two days of testing. In each of these tracks, raw sonar
and navigation data were recorded for post-processing and analysis. A detailed look at
the track lines and measured target positions is provided in Figure 23. In this figure, the
individual target positions are called out with red markers.

Operation of the test platform revealed one engineering challenge that must be addressed
prior to large-scale survey operations, namely that it is difficult for a human boat operator
to maintain a straight track line with limited visual clues, particularly in the presence
of even a slight cross-wind or current. A heads-up display was created to show the boat
operator their position relative to the installed target positions, and this helped to improve
the track positioning. Further work will be conducted this summer to refine that operator
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display. Regardless, reliable un-aided track spacing will be difficult during operation in
high-wind or strong-current conditions.

3.2.1 High Frequency Sidescan Results

To provide the operator with real-time feedback of the boat position relative to the tar-
get track, as well as to avoid obstacles since the SVSS operates in very shallow water,
the SVSS was equipped with a Humminbird Helix 10 imaging sonar system. This sys-
tem acquires sidescan sonar imagery at three optional frequencies: 455 kHz, 800 kHz, and
1.2 MHz. The 1.2 MHz band provides the highest resolution at the expense of imaging
range, approximately 10 m, because of increased absorption at this frequency. After inte-
gration, ARL/PSU determined this sensor could record the sidescan imagery in a format
where it may be post-processed, and was collected during certain testing periods. An
example of this imagery is shown in Figure 24. In this figure, a surface target is present
on the port side of the test platform. We expect to further explore this data product to
assess its utility for the detection of surficial ordnance.

3.2.2 Sub-bottom Imaging Results

The ASASIN beamformer was utilized to post-process SVSS data, creating imagery with
voxels (i.e. 3-dimensional pixels) that are 2 cm along each dimension. A three-dimensional
matrix of voxels is referred to as a “data cube”. Figure 25a provides a schematic showing
a single voxel in red and the three principal axes of the data cube. For the SVSS data
presented here, the image output size is 2 m cross-track, 15 m along-track, and 2 m depth.
Using a 2 cm resolution, the output imagery is a 100x750x100 data cube. Because indi-
vidual tracks are all greater than 15 m along-track, each track is beamformed into a series
of images of this length. This along-track length is a user-selected parameter and may be
modified depending on the test conditions.

Two-dimensional visualizations of three-dimensional imagery are generated either as “slices”
through, or “projections” of, the original data cube. A planar slice through the volume
creates a single two-dimensional plane. These slices may be taken along any of the three
principal axes; an example is shown in Figure 25b. Another representation that is com-
monly used is the maximum intensity projection (MIP). A MIP is formed by collapsing
the imagery along one of its principal axes and taking the highest intensity voxel [15]; a
schematic example of this projection is shown in Figure 25c.

Figure 26 shows each sliced data representations for the first image in the track 2017
1031 170702. Each slice individually normalized by its peak value. In Figure 26b, a
short cylindrical target, S P07 T2D1, and a long cylindrical target, S P06 T3D1, are seen
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Figure 24: A Humminbird Helix 10 sidescan sonar was used to collect high-frequency
imagery of the seafloor during certain test periods. The image shown here was collected
using the 1.2 MHz band. This data has the potential to inform operators about surficial
targets and clutter, as well as to improve situational awareness when operating in very

shallow water.
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Figure 25: A pair of two-dimensional data representations is used to visualize the
imagery. Figure (b) shows slices through the three-dimensional data which are taken at

discrete positions along one of the three principal axes. Figure (c) shows maximum
intensity projections (MIPs) along the principal axes. The along-track slice and MIP are
shown in yellow. The cross-track slice and MIP are shown in light blue. The depth slice

and MIP are shown in dark blue.

at 3 m and 5 m along-track, respectively1. The silt/water boundary is barely visible in
the cross-track slice, Figure 26a, at a depth just above the large cylindrical target. The
silt/clay boundary is seen beneath the large cylinder and it produces a relatively strong
return.

The two cylindrical targets seen in Figure 26 are shown in greater detail in Figure 27.
In the left column of this figure, the targets are shown using a logarithmic color scale.
The right column shows target cross sections drawn in the along-track, cross-track, and
depth directions through the peak target response. These cross sections are all aligned to
have their peak value at zero displacement. Data were collected such that the long axis
of each cylinder is approximately aligned with sensor’s track. Therefore, the cylinder’s

1The target naming convention is defined in Section 2.4.2. Briefly, {S,D} defines the test field depth,
{P##} is the position within the test field, {T#} is the target identifier, and {D#} is the notional burial
depth.
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(a) Cross-track Slice

(b) Depth Slice

(c) Along-track Slice

Figure 26: Three slices are shown for the first image of track 2017 1031 170702. The
slices pass through the large cylindrical target (S P06 T3D1). A small cylinder

(S P07 T2D1) is also seen in the depth slice. Each slice is shown on a linear scale with
the peak set to the slice’s maximum voxel value.

length is given by the width of the along-track cross section and the cylinder’s diameter is
given by the width of the cross-track cross section. The true target dimensions are given
in Table 2. Analysis of the cylinder cross-sections shows that the SVSS is capable of
creating accurate target dimension estimates. A complete set of cylindrical target images
as well as target cross sections are provided in Appendix B.

The detection of targets in the volumetric imagery is complicated by the reflectivity of
the silt/clay boundary. Some points along the boundary in Figure 26b actually exceed
the scattering level observed for the cylindrical target. The linear scale used in Figure 26
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Figure 27: Imagery is shown for the depth slice through the targets S P07 T2D1 (a)
and S P06 T3D1 in (c). For each target, cross sections along the three principal data

axes are shown in (b) and (d).

limits visual interpretation of returns from the deeper sediment. The strong reflection
from the silt/clay boundary, combined with the spreading loss and sediment attenuation,
reduces the strength of the sub-bottom return to the point where it is not visible with
this image.

The wide dynamic range of scattering present in the SVSS imagery requires some type
of background estimation to make the imagery interpretable. This type of background
estimation is commonly used within the sonar machine learning community [16, 17]. For
data presented here, the background was estimated using a median filter with a three-
dimensional kernel whose dimensions are 0.2 m cross-track by 1.2 m along-track by 0.1 m
depth. After the raw data are normalized by the background estimate, they are further
processed with a dynamic range compression (DRC) algorithm. This algorithm applies a
combination of logarithmic mapping and nonlinear intensity mapping operators to further
compress the most extreme sample values.

The data used to form the slices in Figure 26 have been processed by the background
estimation and DRC algorithms. The slices from the scaled data are shown in Figure 28.
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(a) Cross-track Slice

(b) Depth Slice

(c) Along-track Slice

Figure 28: Background estimation and dynamic range compression has been applied to
the data shown in Figure 26. This nonlinear mapping aids interpretation by reducing

the overall dynamic range of the imagery.

This process has increased the intensity of the sub-bottom returns so that buried objects
may be more clearly recognized. However, normalization of the level versus depth has
some drawbacks for image interpretability. The transition from silt to clay is no longer ob-
servable. Additionally, the normalization of the strong silt/clay return produced artificial
horizontal banding in the upper 10-15 cm of the lake bed. The background estimation pro-
cess shown here represents a first attempt at adaptive normalization. These background
estimation algorithms must be further researched for sub-bottom imaging systems. This
is especially true for data that will be reviewed by human operators.
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Figure 29: Two clutter targets were identified in the depth slice shown in the middle
figure. During the installation of a second target field in March 2018, the clutter objects

were determined to be the pair of rocks shown in the bottom photographs.

The depth slice shown in Figure 28 clearly shows the pair of cylindrical targets at 3 m
and 5 m along-track. There are also several additional returns that are nearly the same
scattered level in the imagery. In particular, there is a bright return at 2.7 m along track
and 0.5 m cross-track, and another bright return at 6 m along track and -0.3 m cross-track.
The cylindrical targets and clutter object positions are called out in Figure 29. During the
installation of the second test field in March of 2018, the ends of two cylindrical targets
were located and marked with flags. Using the sonar imagery, the locations of the two
clutter targets relative to the two cylindrical targets were calculated. Upon placing flags
at both calculated positions, the two flat rocks shown in the lower frames of Figure 29 were
found and recovered. Each rock was found with a flat face oriented upward, which is the
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(a) Cross-track MIP

(b) Depth MIP

(c) Along-track MIP

Figure 30: Maximum intensity projections are shown for a selected image.

likely cause for the relatively strong returns. This post-acoustic-survey localization and
recovery of modest sized buried objects serves as a demonstration of the SVSS potential
for target detection and localization.

The survey data has also been processed to form MIPs along the three principal axes.
These are shown in Figure 30 after the data were preprocessed with the background nor-
malization and DRC algorithms described above. Targets were placed every 2 m in the
test field, and evidence of target return are seen at -1 m, 1 m, 3 m, 5 m, and 7 m along-
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Figure 31: Five targets, S P09 T3D0, S P08 T1D1, S P07 T2D1, S P06 T3D1, and
S P05 T1D2, are shown in a cross-track MIP along with their installation photos.

track. These positions correspond to the targets S P09 T3D0, S P08 T1D1, S P07 T2D1,
S P06 T3D1, and S P05 T1D2, respectively. The target installation photos and the cross-
track MIP are shown in Figure 31. The large surface cylindrical target, S P09 T3D0, is
distorted because it is truncated by the boundary of this image. Each of these targets
shows a decaying return versus depth that extends far beyond the actual target dimen-
sion. It is hypothesized that these returns are due to elastic scattering phenomena. It
is interesting that for the shot puts the level of the scattered elastic field appears to ex-
ceed that of the specular scattering. This result is a combination of two factors. The
first is that, in this location, the shot puts are placed near the silt/clay boundary which
has a comparably strong acoustic reflection, effectively masking the specular response of
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Figure 32: Three targets, S P07 T2D1, S P06 T3D1, and S P05 T1D2, are shown in a
three-dimensional animation. The animation is only supported when the document is

viewed using an Adobe Acrobat reader.

the shot put. The second factor is the result of the background normalization effectively
enhancing what is suspected to be the elastic response of the shot put. The result in this
scenario is that the target return itself may not be directly observed in the imagery, yet
the elastic response is clearly evident.

A subset of the imagery investigated in this section has been processed using a three-
dimensional data viewer called VAA3D [18]. This viewer permits manipulation of the full
data cube without the need for dimensionality reduction through slicing or projections.
In Figure 32, a subset of a data cube is shown in an animation rotating about the depth
axis. Targets S P07 T2D1, S P06 T3D1, and S P05 T1D2 are seen in this figure.

In Table 5, target detection and localization results are summarized for the combined
31Oct2017 and 8Nov2017 tests. The install depth reported is from measurements during
target installation in 2017, the survey depth reported is from measurements during the
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resurvey of the test field in 2018, and the imaged depth reported is from measurements
of the sonar imagery. Target latitude and longitude positions are provided along with the
track and image number where the target was detected. Finally, a qualitative “detection
quality” score is provided in the final column. The detection quality is defined as:

• 1 - Target is clearly visible and recognizable in imagery.

• 2 - Target is visible in imagery, but recognition is difficult.

• 3 - Target is visible in imagery, but only recognized due to layout geometry. This
case includes those where the shot put was detected from visible elastic returns.

• 9 - Target not observed in imagery.

UNCLASSIFIED 55 of 75



UNCLASSIFIED

T
a
b

le
5
:

In
st

al
le

d
ta

rg
et

p
os

it
io

n
s

an
d

d
et

ec
ti

on
re

su
lt

s.

T
a
rg

e
t

2
0
1
7

In
st

a
ll

2
0
1
8

S
u
rv

e
y

Im
a
g
e
d

L
a
ti

tu
d
e

L
o
n
g
it

u
d
e

T
ra

ck
D

e
te

ct
io

n
Id

e
n
ti

fi
e
r

D
e
p
th

[c
m

]
D

e
p
th

[c
m

]
D

e
p
th

[c
m

]
[d

e
g
]

[d
e
g
]

D
e
te

ct
e
d

Q
u
a
li
ty

S
P

01
C

lu
tt

er
7

-a
-b

41
.0

01
47

90
06

31
5

-7
7.

67
89

54
02

62
29

-
9

S
P

02
T

5D
0

0
0

0
41

.0
01

46
26

38
44

0
-7

7.
67

89
34

19
98

29
20

17
11

08
18

07
31

4
1

S
P

03
T

3D
2

11
10

15
41

.0
01

45
20

46
37

6
-7

7.
67

89
17

69
44

99
20

17
10

31
17

07
02

1
2

S
P

04
T

2D
2

9
9

15
41

.0
01

43
93

91
79

4
-7

7.
67

89
00

86
99

85
20

17
10

31
17

07
02

1
1

S
P

05
T

1D
2

19
9

-c
41

.0
01

42
59

54
57

5
-7

7.
67

88
84

94
15

50
20

17
10

31
17

07
02

0
3

S
P

06
T

3D
1

3
3

9
41

.0
01

41
39

16
72

4
-7

7.
67

88
67

12
90

42
20

17
10

31
17

07
02

0
1

S
P

07
T

2D
1

5
6

11
41

.0
01

40
18

93
77

9
-7

7.
67

88
49

67
16

22
20

17
10

31
17

07
02

0
1

S
P

08
T

1D
1

7
7

-c
41

.0
01

38
66

95
48

1
-7

7.
67

88
35

66
62

58
20

17
10

31
17

07
02

0
3

S
P

09
T

3D
0

0
0

0
41

.0
01

37
37

24
53

8
-7

7.
67

88
19

61
89

33
20

17
11

08
18

07
31

2
1

S
P

10
T

2D
0

0
0

0
41

.0
01

36
08

25
99

6
-7

7.
67

88
05

70
32

67
20

17
11

08
18

05
28

1
1

S
P

11
T

1D
0

0
0

-b
41

.0
01

34
77

31
69

7
-7

7.
67

87
89

84
21

48
-

9
S

P
12

T
5D

0
0

0
0

41
.0

01
33

40
57

43
8

-7
7.

67
87

69
11

80
83

20
17

10
31

17
03

47
0

1
S

P
13

C
lu

tt
er

7
-a

-b
41

.0
01

31
81

79
95

6
-7

7.
67

87
48

65
72

09
-

9
S

P
14

T
x
D

x
31

-a
-b

41
.0

01
39

72
20

00
0

-7
7.

67
88

13
88

88
89

-
9

S
P

15
T

x
D

x
33

-a
0d

41
.0

01
37

72
73

87
3

-7
7.

67
88

54
15

74
38

20
17

10
31

17
19

53
6

1
D

P
01

C
lu

tt
er

0
-a

-b
41

.0
05

34
87

55
75

9
-7

7.
67

46
58

24
90

91
-

9
D

P
02

T
5D

0
0

0
0

41
.0

05
33

90
75

67
0

-7
7.

67
46

38
74

13
38

20
17

11
08

18
33

26
3

1
D

P
03

T
3D

2
17

14
15

41
.0

05
32

36
68

45
9

-7
7.

67
46

18
18

49
22

20
17

11
08

18
36

12
5

2
D

P
04

T
2D

2
17

15
-b

41
.0

05
31

25
31

35
0

-7
7.

67
46

00
40

82
09

20
17

11
08

18
33

26
3

3
D

P
05

T
1D

2
19

16
15

41
.0

05
30

13
94

24
0

-7
7.

67
45

82
63

14
96

20
17

11
08

18
33

26
3

2
D

P
06

T
3D

1
-e

6
11

41
.0

05
29

02
57

13
1

-7
7.

67
45

64
85

47
82

20
17

11
08

18
33

26
3

1
D

P
07

T
2D

1
5

6
13

41
.0

05
27

91
20

02
2

-7
7.

67
45

47
07

80
69

20
17

11
08

18
39

42
2

3
D

P
08

T
1D

1
11

10
-c

41
.0

05
26

79
82

91
2

-7
7.

67
45

29
30

13
56

20
17

11
08

18
39

42
2

3
D

P
09

T
3D

0
0

0
0

41
.0

05
25

68
45

80
3

-7
7.

67
45

11
52

46
43

20
17

11
08

18
30

58
3

1
D

P
10

T
2D

0
0

0
0

41
.0

05
24

56
19

08
2

-7
7.

67
44

93
54

08
41

20
17

11
08

18
30

58
3

1
D

P
11

T
1D

0
0

0
0

41
.0

05
23

31
89

51
9

-7
7.

67
44

75
40

26
58

20
17

10
31

17
43

52
1

1
D

P
12

T
5D

0
0

0
0

41
.0

05
22

34
34

47
5

-7
7.

67
44

58
19

45
03

20
17

10
31

17
43

52
1

1
D

P
13

C
lu

tt
er

-e
-a

15
41

.0
05

21
19

49
76

1
-7

7.
67

44
36

58
87

06
20

17
10

31
17

43
52

1
2

a
D

ep
th

n
ot

re
co

rd
ed

d
u

ri
n

g
su

rv
ey

.
b
T

ar
ge

t
n

ot
ob

se
rv

ed
in

im
ag

er
y.

c
S

h
ot

p
u

t
d

et
ec

te
d

fr
om

el
as

ti
c

re
sp

on
se

.
N

o
va

li
d

d
ep

th
es

ti
m

a
te

.
d
S

u
rf

ac
e

la
d

d
er

d
et

ec
te

d
.

B
u

ri
ed

sh
ot

p
u

t
n

o
t

d
et

ec
te

d
.

e
D

ep
th

n
ot

re
co

rd
ed

d
u

ri
n

g
in

st
al

la
ti

on
.

UNCLASSIFIED 56 of 75



UNCLASSIFIED

3.3 Target Localization Results

The test platform is equipped with an IxBlue PHINS inertial navigation system that is
externally aided with GPS inputs, and the PHINS serves as the primary sensor responsible
for generation of navigation output. Two different GPS differential correction sources were
used during the test period. Testing leading up to and including 31Oct2017 utilized a
satellite-based augmentation service (SBAS) configuration. SBAS has a quoted baseline
accuracy of 50 cm. An real-time kinematic (RTK) base station was utilized for imagery
collected on 8Nov2017. In using this type of differential correction source, the RTK base
station generates local GPS error estimates. These estimates are then transmitted to the
SVSS’s GPS receiver using a radio, so that it may account for the error in the generation
of its position fix. This type of configuration has the potential to achieve 1 cm absolute
accuracy.

The positions have been calculated for the targets that were detected during both col-
lections, and their offsets are provided in Table 6. The root mean square error (RMSE)
was found to be 25 cm. The target localization error between the two collections with
the two different types of differential correction was within the error bounds of the SBAS
accuracy.

Table 6: Relative re-localization accuracy was quantified between the observed target
positions on 31Oct2017 and 8Nov2017.

Collection Mean Error Std. Dev. RMSE
Comparison [cm] [cm] [cm]

31Oct2017 (SBAS) – 8Nov2017 (RTK) 22.6 11.4 25.1

Prior to the 2018 testing season, ARL/PSU plans to have a survey conducted to identify
a suitable permanent site for an RTK base station to be installed near the test site.
Once this base station is surveyed and installed, it will be possible to provide an accurate
assessment of the absolute target positioning accuracy of the SVSS sensor.
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4 Conclusions to Date

4.1 Go/No-Go Decision Criteria Conclusions

A prototype SVSS sensor was tested and shown to provide a three-dimensional imaging
capability for buried UXO. This demonstration required substantial work in several areas.
First, a new acoustic projector was developed and integrated to an existing test platform.
Second, a pair of test fields were installed with a range of targets and target burial depths.
Finally, the existing signal processing algorithms were advanced to improve the quality of
the imagery generated by the system. The result of ARL’s efforts across these areas is the
successful demonstration of a buried UXO imaging sonar system designed for operation
in very shallow water.

This technical report is associated with a Go/No-Go decision point. The key questions
and topics ARL/PSU was asked to address with respect to this decision point are:

• demonstration of methods for mitigation of multipath reverberation,

• characterization of target detection across a range of water and sediment burial
depths,

• characterization of target localization accuracy,

• mitigation of the effects of platform motion on system performance, and

• mitigation of the effects of variability in sediment properties on performance.

The SVSS sensor relies on passive isolation in the design of the source and receive arrays
to provide rejection of the first-order multipath. The projectors developed in this phase
of the program have in excess of 30 dB passive isolation. This design resulted in imagery
that was not limited by first-order multipath interference.

A pair of target fields were installed at the Foster Joseph Sayers Reservoir in March of
2017. Three different “science” objects as well as a few types of clutter targets were
installed in the test area, across a range of water and sediment burial depths. The
SVSS was able to detect 11 of the 12 cylindrical targets deployed. The shot put targets,
whose size is near the theoretical resolution of the sonar and which have a significantly
lower target strength, were more difficult to detect. However, the presence of several
shot puts was were visible due to strong elastic scattering. These results point the way
towards potential target detection and classification. New targets were installed in March
2018 to further characterize the performance of the SVSS against realistic ordnance and
discrimination against clutter during future testing.

Two different GPS differential correction sources were used in the survey testing. Satellite-
based augmentation service (SBAS), with a quoted baseline accuracy of 50 cm, was utilized
for imagery collected on 31Oct2017. A real-time kinematic (RTK) base station, which
can potentially achieve 1 cm accuracy, was utilized for imagery collected on 8Nov2017.
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Target localization error between the two passes with the two different types of differ-
ential correction was within the error bounds of the SBAS accuracy. Future testing will
exclusively utilize RTK-aided navigation. As a demonstration of target localization and
reacquire, two clutter objects were identified in an image collected on 31Oct2017. During
the March 2018 target installation, these two clutter items (rocks) were recovered in the
positions derived from the sonar imagery.

As part of the Phase 1 technical report, ARL/PSU hypothesized that the adverse effect of
platform motion would be mitigated by the high-grade inertial navigation system installed
on the test platform. The images generated in this phase do not show any of the typical
defocusing effects associated with uncompensated motion in SAS image formation [19].
In the event these errors do become an issue in future testing, the team has extensive
experience in the development of synthetic aperture sonar signal processing and motion
estimation algorithms [20–22].

The test area used for the SVSS demonstration has a layered lake bed with a thin silt
layer overlaying a clay basement in the shallow field and a more homogenous silty clay
sediment in the deep site. Buried targets were detected in both test sites; however, the
quality of the imagery in the deep site was lower than that observed in the shallow site.
The ARL/PSU team made numerous attempts to collect a core during the test period.
Unfortunately, a combination of the sediment properties, water depth, and test platform
size limited the extraction of meaningful sediment samples. To address this shortcoming,
ARL/PSU has collected numerous cores during the drawdown period, which will be re-wet
to mimic the lake refilling, and characterized by sediment experts at the Naval Research
Laboratory - Stennis. We look forward to providing a more detailed analysis of the impact
of sediment variability on sensor performance.

4.2 Future Work Based And Challenges

During Phase 2 development, testing, and analysis, there were several topics identified
which could improve understanding of the environment and performance of SVSS. In this
section we will outline several of these areas, any of which may be included in follow on
work. These include the following topics, in no particular order.

4.2.1 Enhanced Target Detection

A heuristic image normalization method was developed to improve target visualization.
This method, presented previously in this report, works well to control the wide dynamic
range of data collected with the SVSS. However, one aspect which we feel can be signifi-
cantly improved is when a weaker target return is masked by a stronger water-sediment
or sediment layer interface reflection. For several examples, elastic effects were clearly
observed as “ringing” although the impulsive specular target return was obscured by an
interface reflection. It should be possible to enhance target detection by exploiting these
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elastic effects. One promising approach, based on Prony spectral analysis, was presented
by Cook at the recent SAGEEP 2018 meeting [23]. Collaborators at GTRI and within
ARL/PSU are investigating application of Prony analysis which may be leveraged for this
program. We feel this technique lends itself nicely to the current SVSS data products and
should be relatively straightforward to implement, and if successful may improve target
detection. This technique would also leverage techniques that other SERDP researchers
are investigating since it has close ties to Acoustic Color. There may be other Acoustic
Color or image processing techniques which could be exploited.

4.2.2 Improved Sediment Characterization

During Phase 2 several sediment cores were obtained to characterize the sediment geoa-
coustic properties, namely sound speed and attenuation. Obtaining these cores from
the sonar platform proved to be particularly challenging owing to shallow water depths,
which precluded gravity coring, and sediment stiffness, which minimized the effectiveness
of vibra-coring. Additionally, preliminary analysis of the SVSS data indicate sediment
layering and interface roughness variability are beyond what can be quantified by iso-
lated sediment cores. Since this environmental variability may significantly impact the
performance, we propose in situ sediment characterization will be necessary for a fielded
version of the SVSS. Sediment sound speed may be estimated from the SAS beamforming
process itself since this is an essential parameter for sharp image formation. Sediment
attenuation maybe estimated from the collected data since individual elements of the
SVSS are calibrated prior to field trials. Additionally colleagues at partner institutions
have experience developing acoustic (ARL:UT) and (electrical) impedance-based (APL-
UW) sediment characterization techniques. Any of these topics could be explored in more
depth to improve performance characterization.

4.2.3 Wideband Transmitter Study

With the departure of ITC from the commercial sonar transducer market early 2017,
ARL/PSU was in a position to quickly fabricate transmitters to be able to test during
the 2017 season. Although results with the current transmitters are promising, there is
always the potential for improvement. ARL/PSU has experience developing wide band-
width acoustic transmitters which can be leveraged. Additionally a study could be con-
ducted, in combination with advances identified in the previous improved target detection
and improved sediment characterization sections above, to identify what frequencies and
bandwidths might be more optimal for a particular target in a particular environment.
For example, it may be possible to elucidate what frequency causes a strong elastic re-
sponse to exploit Prony analysis when a particular target is sitting on a strongly reflecting
sediment interface.
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4.2.4 Ensuring Area Coverage / Multi-pass Fusion of Data

Although navigational accuracy of SVSS data is high, Phase 2 did not address obtaining
100% area coverage. It was noted positioning the platform in a dynamic environment was
challenging owing to the relatively narrow footprint of SVSS. Similarly, although tools are
in place to present multiple data passes in a geo-spatial format (i.e. GeoTIFF) for display
in post-processing software (e.g. Google Earth), blending of multiple SVSS images has
not yet been addressed. These two topic areas should be addressed for any fielded version
of the SVSS. Such a solution could take the form of a blended Heads-Up Display for the
platform pilot and/or navigation autonomy.

4.3 Concluding Remarks

In conclusion, the SVSS sensor has been tested across a pair of water depths and variety
of target burial depths. The data analysis presented in this report shows that the system
design mitigates the impact of multipath interference. Additionally, the sensor is capable
of buried target detection and accurate localization. It is our opinion that the basic SVSS
design is validated by this prototype demonstration and Phase 3 development and testing
is warranted.
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A Sonar Hardware Calibration and Characterization

The sonar hardware used on the Sound Hunter test platform was characterized at the
Foster Joseph Sayers Reservoir test site and calibrated at the ARL/PSU Anechoic Test
Facility (ATF). Noise characterization conducted at the test site is presented in the follow-
ing section. The ATF test facility has the capability to test sonar hardware at frequencies
above 5 kHz for pulse lengths up to 2 ms. The calibration of the projectors, whose design
was described in Section 2.2.1, is provided in Section A.2. The hydrophone calibration is
provided in Section A.3.

A.1 Sensor Noise Floor Characterization

Early field testing was focused on verifying the sensor integration, and one key mea-
surement was the characterization of the receiver noise floor. The integration of new
hydrophone modules, transmit amplifiers, and projectors carries the risk of introducing
new electronic self-noise mechanisms. In initial integration tests on 13Sep2017, it was
discovered that the amplifier grounding scheme had introduced a ground loop responsible
for a very significant increase in the noise floor. After the ground loop was identified and
rectified, the system’s noise floor was measured again on 22Sep2017. The results of this
test are shown in Figure 33. This noise floor is roughly 7 dB greater than that observed
in deep water (180 m) prior to refitting with SVSS hardware. It is hypothesized that the
increase in noise floor is due to scattering of the radiated self noise from the lakebed.

5 10 15 20 25 30 35 40

Frequency [kHz]

35

40

45

50

55

60

65

70

P
S

D
 [d

B
 r

e 
P

a
2
/H

z]

SVSS Noise Power Spectral Density

Speed: Idle | Sidescan Enable
Speed: 1.0 m/s
Speed: 0.6 m/s
Speed: Idle
Sonar Transmit Enable
Signal Zero
Wenz Sea State 3

Figure 33: The SVSS system’s noise floor was characterized for a number of operating
states.
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A.2 Projector Calibration

Six projectors were fabricated for the SVSS program, and each projector was character-
ized in the ATF using the facility’s Instruments Incorporated L6 linear amplifier. The
Transmit Voltage Response (TVR) was measured using a 1.95 ms, 5-100 kHz, linear fre-
quency modulated waveform. In the band spanning 10-40 kHz, the projector TVRs are
well-matched as seen in Figure 34.
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Figure 34: The projector TVRs are well matched over the 10-40 kHz band.

Broadband transmit beampatterns were measured using a 1.95 ms, 10-40 kHz, linear fre-
quency modulated waveform. The full patterns are given in Figure 35, where the axes
are transducer aspect angle and frequency. Single frequency beampatterns are provided
in Figure 36 over ±45◦ for 20, 27.5, and 35 kHz.
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(a) (b)

(c) (d)

(e) (f)

Figure 35: Broadband beampatterns were captured using a 2 ms, 10-40 kHz, linear
frequency modulated waveform.
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Figure 36: Beampatterns are shown for each of the six projectors fabricated for SVSS.
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A.3 Hydrophone Calibration

The SVSS receive array consists of ten receiver modules each with eight channels. These
modules were individually calibrated for both sensitivity (10-40 kHz) and beampattern
(10-30 kHz). Horizontal and vertical beampatterns measured at 27.5 kHz are provided in
Figure 37 for all eighty channels. The eight channel hydrophone modules are measured
independently, and not integrated into the larger array configuration shown in Figure 5a.
This difference will modify the baffling condition for most elements; therefore, the sidelobe
structure seen here may not be an exact match for that seen in the field data. Similarly,
this effect can be seen in the sidelobe structure deviations in Figure 37 because of the
asymmetry in baffling for the individual hydrophone modules. Broadband beampatterns
are shown for one eight channel module in Figure 38. These figures are available for the
remaining 72 channels as well, but they have been omitted here for brevity. Finally, the on
axis sensitivity is shown for all eighty channels in Figure 39. These tests show some spread
in channel sensitivity; however, it is believed this is an artifact of the calibration procedure.
The nature of the spreads seen here is similar to that seen when there is a misalignment
between the reference projector maximum response axis and the hydrophone maximum
response axis. In water tests have shown no sign of channel-to-channel variability in the
sensitivity.

Figure 37: Horizontal (a) and vertical (b) beampatterns are measured at 27.5 kHz for
all eighty receive channels.
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(a) (b) (c)

(d) (e) (f)

(g) (h)

Figure 38: Broadband beampattern s were measured for all eighty receive channels.
This figure provides those patterns for the first eight channels in the array.
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Figure 39: The FFVS was measured for all eighty receive channels.
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B Cylindrical Target Images

The imagery of each of the observed cylindrical targets is provided in this appendix. Each
target is called out by a designator with the format {D T# D#} or {S T# D#}. The
leading “D” and “S” indicate the deep and shallow fields, respectively. {T#} is the target
number, where T2 is the short cylinder and T3 is the long cylinder. Finally, {D#} is the
notional depth indicator. D0 indicates a surface target, D1 indicates a notional depth of
10 cm, and D2 indicates a notional depth of 15 cm.

A pair of figures is provided for each target. The left image is a depth slice selected to
give the maximum target-to-background separability. The right figure shows three cross
sections aligned at the target maximum response. The sensor trajectories were oriented
so that the long axis of the cylinder is aligned with the target track. Therefore, the along-
track cross section measures the target length and the cross-track cross section measures
the target diameter.

UNCLASSIFIED 69 of 75



UNCLASSIFIED

(a)

-0.6 -0.4 -0.2 0 0.2 0.4

Distance [m]

-40

-30

-20

-10

0

10

N
or

m
al

iz
ed

 L
ev

el
 [d

B
]

Target Cross Section | D_T2_D0

Along-track
Cross-track
Depth

(b)

(c)

-0.6 -0.4 -0.2 0 0.2 0.4

Distance [m]

-40

-30

-20

-10

0

10

N
or

m
al

iz
ed

 L
ev

el
 [d

B
]

Target Cross Section | D_T2_D1

Along-track
Cross-track
Depth

(d)

Figure 40: Imagery of the deep field short cylinder. The target is 31 cm long and 15 cm
in diameter. The deepest buried short cylinder in the deep field was not visible in the

acoustic imagery and is not included here.
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Figure 41: Imagery of the deep field long cylinder. The target is 61 cm long and 15 cm
in diameter.
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Figure 42: Imagery of the shallow field short cylinder. The target is 31 cm long and
15 cm in diameter.
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Figure 43: Imagery of the shallow field long cylinder. The target is 61 cm long and
15 cm in diameter.
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