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Abstract

The objective of this project was to demonstrate a proof-of-concept regarding the feasibility of
using convolutional neural networks (CNNs) for unexploded ordnance (UXO) classification.
Within this context, one main strand of work focused on assessing the applicability of two
forms of transfer learning for the task of underwater object classification: target-concept trans-
fer and sensor transfer. The use of transfer learning would allow data collected during mine
countermeasures operations, and from different but similar sensors, to be leveraged for the
UXO problem. The other main task of the project was to develop a CNN framework that could
exploit multiple representations of sonar data simultaneously. The idea underlying the use of
multiple representations (derived from the same raw data) is that complementary classification
clues would be made accessible in different representations.

Using real measured sonar data collected at sea, the feasibility of the two forms of transfer
learning were successfully demonstrated. To address the second task, a novel CNN-based
classification framework for multiple-representation data was developed. More specifically, a
flexible approach that naturally extends to any number of representations was made by fusing
the disparate representations at the penultimate dense layer of the CNN. Importantly, it was
demonstrated that successful classification could be achieved with notoriously “data-hungry”
CNNs — even when only limited training data were available — by leveraging domain expertise
in the design of the networks. Employing CNNs with orders of magnitude fewer parameters
than are typically used resulted in robust classifiers that generalized well even to objects not
seen during training. The benefit of drawing on an ensemble of predictions obtained via various
forms of multiple representations — in terms of input data representations, isometries, frequency
sub-bands, aspect sub-apertures, multiple object views, and unique CNN architectures — was
also illustrated. In particular, it was shown how this approach can greatly reduce the false alarm
rate while maintaining the requisite high detection probability that UXO remediation demands.

Collectively, these results show that the proof-of-concept can be deemed to have been fully
achieved. That is, the groundwork has now been laid for a comprehensive classification frame-
work that could incorporate multiple data representations, from both high-frequency and low-
frequency sonar data, as well as from different sensors, in order to improve underwater UXO
remediation efforts. Additionally, the research has opened another promising avenue for future
follow-on work.

The main thrust of the proposed follow-on work is to leverage the developed CNN frame-
work in conjunction with specially controlled experiments to learn principled, explainable clas-
sification features that can be tied directly to the wave phenomena of the physics involved. This
plan envisions a symbiotic feedback loop in which features uncovered by the CNN — and related
to specific object characteristics — help inform the understanding of the problem’s physics, and
vice versa. Both components would contribute to enabling more efficient UXO remediation
strategies from a more rigorous scientific perspective.



Chapter 1

Introduction

1.1. OBJECTIVE

An unfortunate legacy of former military activities at sites designated for base realignment and
closure (BRAC) and at Formerly Used Defense Sites (FUDS) is the contamination of aquatic
environments with military munitions. In the United States, more than 400 underwater sites,
spanning an area in excess of 10 million acres, potentially contain such munitions [1]. The
presence of these munitions is a serious threat to both humans and the environment, so reme-
diation is necessary. But the return of these contaminated waters to public use is contingent
upon the analysis and assessment of wide-area and detailed underwater surveys. Therefore, the
Department of Defense (DOD) has an express need for the development of technologies that
will enable the detection and classification, at high probability, of military munitions found at
underwater sites.

The objective of this project is to develop a novel classification framework for unexploded
ordnance (UXO) that exploits synthetic aperture sonar (SAS) data. The new algorithms are
based on deep-learning techniques, specifically deep convolutional neural networks (CNNs)
[2]. The successful development of this approach should enable the attainment of higher prob-
abilities of detection and classification, at much lower false alarm rates, than is possible with
existing approaches. As a result, the application of these machine-learning algorithms to sonar
data collected at potentially contaminated underwater sites can guide remediation efforts to ef-
fect savings. Specifically, because fewer resources will be spent investigating harmless clutter,
the cost of remediation should decrease substantially.

1.2. TECHNICAL APPROACH

“Deep learning” is the generic umbrella term used to denote classification algorithms with ar-
chitectures characterized by a nested functional structure that engenders highly nonlinear deci-
sion surfaces. The great capacity of deep-learning algorithms, such as deep CNNs, when paired
with vast amounts of data and sufficient computational resources, has translated into state-of-
the-art performance in diverse domains. In this project, new deep CNNs are developed for UXO
classification. The inspiration for this work, perhaps surprisingly, is the avant-garde movement
known as Cubism [3] that revolutionized the art world in the early 1900s. A hallmark of this
style of painting and sculpture was the depiction of multiple perspectives simultaneously. In an
analogous manner, the new deep CNNs developed incorporate multiple representations of the
data — e.g., SAS magnitude imagery, phase imagery, frequency spectrum data — simultaneously.
The key is that these alternative representations make certain relevant information accessible
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and therefore exploitable by a CNN. In the standard image domain, many of the salient clues
for classification would effectively remain hidden. To leverage our prior deep-learning research
in mine countermeasures (MCM), a significant component of this project also involves explor-
ing the feasibility of two types of transfer learning for CNNs — between sensors (operating at
different frequencies) and between target classes (mines to UXO).

1.3. BENEFITS

This project addresses the DOD’s need for robust detection and classification approaches for
underwater UXO. The scientific community will benefit from the development of a deep-
learning framework that, as a by-product, also automatically uncovers valuable classification
features (via the learned CNN filters). The result of this work also has the potential to form
a foundation for follow-on efforts that would seek to unify high-frequency and low-frequency
sonar-data-based classification approaches.

1.4. ORGANIZATION OF REPORT

This report summarizes the research conducted under SERDP SEED Project MR18-1444, from
September 2017 to January 2019.

The remainder of the report is organized as follows. Chapter 2 provides a high-level
overview of the work executed during the project. Chapter 3 presents the relevant technical
details about the CNN algorithm, which is then used for the experiments in the remainder of
the report. Chapter 4 describes experiments conducted using high-frequency sonar data. Chap-
ter 5 briefly summarizes the contributions and findings of the project, and then outlines several
avenues for future follow-on research. A separate appendix presents experiments that exploited
low-frequency sonar data.



Chapter 2

Overview of Work

This chapter provides a high-level overview of the research conducted in this project. More
specifically, we explain the logic behind the progression of the work, and how the results of
one task informed the approach to the subsequent ones.

In previous work [4] prior to this project, we had developed CNNs for SAS (magnitude)
imagery by using a large database of MCM sonar data collected by CMRE’s MUSCLE au-
tonomous underwater vehicle (AUV). Work in the current project began by leveraging this ex-
isting technology developed for MCM to verify that CNN transfer learning was possible with
sonar imagery. First we demonstrated that the previously trained CNNs could be re-used by
modifying the target concept of the networks, from various mine shapes to cylindrical objects
(as a proxy for UXO).

We then proceeded to demonstrate a second type of CNN transfer learning, involving trans-
fer between both target-concept and sensor: training a CNN using SAS data from one sensor
(MUSCLE sensor and mine targets), and adapting it to enable inference on SAS data from a
different sensor (SeaOtter Mk II sensor and UXO targets). However, the SeaOtter data, which
was the only high-frequency sonar data containing UXO to which we had access, had not been
“curated” for classification studies. This meant that we first had to perform detection on the
wide-area imagery to generate a list of objects of interest, and also manually label (i.e., ground-
truth) the data set. The Mondrian detector [5], a flexible general-purpose object-detection tech-
nique designed to be robust to unreliable acoustic shadows (as partially buried UXO objects
would produce), proved suitable for the detection task.

Underwater UXO surveys are expensive, and properly curating the collected data is also
time-consuming. From these transfer-learning studies, it was established that one can indeed
take CNNs trained for the MCM problem and adapt them to the UXO problem. The main
implication of this finding is that one can leverage larger MCM databases, including those
collected by multiple similar yet distinct sensors, to help inform UXO classification efforts. For
this reason, we continued our research using the much larger, richer MCM data set available to
us, with the knowledge that the findings would be directly applicable to UXO data as well.

The next strand of work explored the use of alternative data representations. SAS im-
agery is complex-valued, but typically only the magnitude image is ever used for classification.
We sought to examine whether discriminatory information also exists in the phase image, and
whether this could be uncovered automatically by a CNN. We indeed established that the phase
information present in complex high-frequency SAS imagery could be exploited for success-
fully discriminating man-made targets from naturally occurring clutter. This result was impor-
tant because it suggested that one could employ CNNs with data representations for which a
human would have difficulty defining features manually, such as acoustic-color data. Moreover,

4



this finding also preserved the possibility of using multiple data representations simultaneously
in a CNN, with the key being that complementary classification clues would be accessible (by
the CNN) in different data representations.

During the course of analyzing the results of the aforementioned experiments, ways to make
the CNN architectures more efficient were identified. So moving forward, a new set of smaller
CNNs were designed, which would allow markedly faster training, reduce data requirements,
and improve interpretability. Importantly, these changes would also make the use of ensembles
of CNNss feasible.

The next major body of work examined using multiple representations of data in the context
of CNNs. We explored three variations on this theme of multiple representations, in the form
of (i) fundamentally different input data representations obtained from the same raw data, (ii)
isometries — i.e., distance-preserving transformations — of a given data representation, and (iii)
intermediate representations arising from unique CNN architectures. Taken together, these
variants were able to produce excellent classification performance while relying on orders of
magnitude fewer free parameters than used in typical CNNs, thereby reducing training data
requirements.

But the most significant output from this particular study was the creation of a principled
way to combine disparate information sources in a CNN framework. As such, it established a
blueprint for how one could fuse multiple representations, and even high-frequency and low-
frequency data products, together in a cohesive, unified manner. Moreover, the framework is
flexible and can be seamlessly extended to accommodate additional data products from other
sensors, or auxiliary information from other sources, as they become available. Essentially,
designing such a framework was the ultimate goal of this project.

All of the aforementioned work was conducted on real, measured high-frequency SAS data
collected at sea. By this point in the project, all of the tasks set forth in the original project
proposal had been completed. But the various insights and findings from the studies had opened
several tantalizing research avenues to pursue for classification with low-frequency sonar data.
Additionally, we had a desire to demonstrate the efficacy of the developed algorithms on more
substantial sets of UXO data specifically. Therefore, we sought and obtained low-frequency
UXO data from colleagues in the research community and then used it to conduct additional
CNN studies.

Leveraging all of the knowledge gained during the project, we first designed efficient CNNs
for low-frequency acoustic-color data, a representation that expresses target strength as a func-
tion of object aspect and frequency. We showed that it was possible, using only limited amounts
of this sonar data, to design and train efficient networks with low capacity that avoid overfitting
and generalize robustly, even to new objects not seen during training. Importantly, this result
showed how the CNN-based approach could obviate the challenging process of manually defin-
ing features for acoustic-color data. Classification performance was also examined, for several
different CNN architectures, as a function of object type, orientation, range, and input-data
aspect span.

Next, we demonstrated that partitioning the acoustic-color data into multi-band and multi-
aspect subsets was more useful than treating the full frequency band and full aspect span as a
single data product. This form of multiple representations instills robustness by relying on an
ensemble of classifier predictions, which improves overall classification performance, but more
crucially for the UXO problem, reduces the false alarm rate associated with the target detection
probability at or near unity.

The benefit of executing additional survey passes to obtain multiple views of objects was
also quantified, and the optimal look separations (from the initial look) for the two-view and

5



three-view cases were established. This result is valuable for UXO remediation, where multiple
surveys are acceptable because time constraints are less of an issue than in MCM operations.

By exploiting the general multiple-representation CNN framework that had been developed
earlier in the project, we next demonstrated the power of using four data representations derived
from dual-band, complex-valued acoustic-color data. The impacts of data representation and
training environment on classification performance were also studied.

Lastly, we reflected on the comprehensive body of work completed to formulate several
promising avenues for follow-on research that would build on insights from this project. The
main ideas to pursue revolve around a proposed framework for creating explainable CNN-based
features that can be tied directly to the physics of the wave phenomena involved. Moreover, this
same approach could also be used to establish when an increase in scattering-model complexity
is warranted, and to determine whether simulated data can be confidently used interchangeably
with real data for classifier training.



Chapter 3

Convolutional Neural Networks

3.1. INTRODUCTION

Convolutional neural networks (CNNs) have recently achieved state-of-the-art performance on
a wide range of image classification tasks [6—8] and they are quickly becoming the preferred
image-classification method for any domain characterized by vast amounts of labeled data. And
even in remote-sensing applications, where the sensor imagery available is typically limited,
CNNss are also increasingly being employed [9-18].

The ascendance and supremacy of CNNs for image classification tasks has largely been
due to the increased availability of data and processing power. Given sufficient amounts of
these two key resources, a CNN will almost certainly outperform traditional ‘““shallow” ma-
chine learning (ML) approaches. This observation is driven by the fact that traditional shallow
classifiers eventually hit a performance plateau: beyond a certain point, incorporating more
data ceases to improve performance. In contrast, a CNN can continue to improve as more
data is made available during the training phase. This relationship is shown in the cartoon in
Fig. 3.1.

Large CNN

Medium CNN

Small CNN

Performance

Traditional ML algorithms

v

Amount of Training Data

Fig. 3.1. General relationship between the amount of training data available and the classifi-
cation performance on test data, for CNNs of different sizes and traditional ML algorithms.
When a relatively modest amount of training data is available (e.g., at the dashed vertical line),
a smaller CNN (as well as traditional ML algorithms) can outperform larger CNNs. As the
amount of data increases, larger CNNs with greater capacity can perform better. Relative to the
sizes of popular CNNs used in the ML field, UXO sonar data sets are currently in the regime
of extremely limited data.



The scaling of CNN performance with training data is due to the richness of the CNN
architecture, and specifically its enormous capacity, which permits more sophisticated decision
surfaces than shallow classifiers. Loosely speaking, the capacity of a CNN is dictated by the
number of free trainable parameters in the model. The most popular architectures of famous
“named” CNN families, such as VGG-Net [19], Inception [20], or ResNet [21], typically have
between 10° and 10® free parameters. For comparison, commonly used shallow classification
approaches, such as a support vector machine (SVM) [22] or relevance vector machine (RVM)
[23], rarely have more than 102 or 10 free parameters, and can even have on the order of only
10 parameters.

The standard refrain about CNNss is that they require enormous amounts of data. But this
lament elides subtle, but key, technical issues. The crucial quantity in determining the success
of CNNss for classification tasks is not the amount of training data per se, but rather the relation-
ship between training data and network capacity. As the number of free trainable parameters
in the CNN model grows, so too do the training data requirements. If there is an insufficient
amount of training data to support the model’s complexity (i.e., too many parameters), the
model will overfit the training data, and performance on the test data will suffer. Therefore,
when faced with limited training data, it is imperative to constrain the CNN’s capacity by em-
ploying smaller networks. This notion is illustrated in the cartoon in Fig. 3.2.

Performance

%CSL Data

Model Complexity

v

Fig. 3.2. General relationship between CNN model complexity and classification performance
on training data and test data. The curves reflect the case for the amount of training data marked
by the dashed line in Fig. 3.1; the colors of the vertical dashed lines here associate with that
previous cartoon as well. An increase in CNN complexity will enable better performance on
the training data, but if an insufficient amount of data exists, overfitting will occur. As a result,
performance on the test data will suffer.

3.2. A GENTLE OVERVIEW

A CNN is a sophisticated classification algorithm whose power derives from its great represen-
tational capacity. The standard architecture of a CNN consists of sequences of convolutional
layers, nonlinear activations, and pooling layers, that are then followed by one or more fully-
connected “dense” layers, and a final prediction. The output of one layer is the input to the
subsequent layer, with this nested functional structure — in conjunction with the nonlinear acti-
vation functions — enabling highly complex decision surfaces. The input to a CNN is an image,
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Fig. 3.3. Schematic showing the intermediate data representations that would result from a
basic CNN architecture consisting of the input image (a SAS “chip”), a convolutional layer
with 4 filters, a pooling layer, a second convolutional layer with 4 filters, another pooling layer,
a fully-connected (“dense”) layer with 8 nodes, and the final class probability output. The
representations at the dense layer can be viewed as conventional features.

and the outputs are the probabilities of belonging to each class under consideration (e.g., targets
and clutter). A schematic representation of this basic architecture is shown in Figure 3.3.

Training a CNN simply means learning the filters, and associated bias (i.e., offset) terms, of
the convolutional layers.! (There are no parameters associated with the pooling layers.) Instead
of using pre-defined filters manually created by a human, the CNN automatically learns what
the filters should be from the data, and in effect, the most useful bases in which to represent the
data. That is, CNNs obviate the extraction of predefined, human-engineered features, which can
be challenging for difficult-to-interpret data representations (e.g., acoustic color). This property
makes CNNs particularly appealing, as it allows the algorithm to uncover clues beyond those
enumerated by human intuition.

The filters transform the input data (imagery) into a new representation space. This new
representation is simply the output of convolving the filters, also known as kernels, with the in-
put image. The intermediate representations of the data in each CNN layer are usually referred
to as feature maps. (When there are multiple feature maps in a layer, the associated filters will
be three-dimensional tensors.)

With successive convolutional layers, the level of data abstraction and (highly nonlinear)
decision-surface complexity increases. (The number of convolutional layers employed, known
as the depth of the network, also plays a major role in determining the complexity of the CNN.)
The data representation at the penultimate dense layer can be viewed and treated as features,
in a manner analogous to the features that are extracted — from original image data, for use as
inputs — for a shallow classifier. In essence, what a CNN does is learn a transformation to map
an input image into a new representation space in which the classes are easily separable.

During the training process, the model seeks to minimize an objective (or “loss”) function
expressing the classification error on the training data under consideration. At each training
iteration, the model parameters are updated by some variant of gradient descent in order to get
closer to this objective. Because there can be huge numbers of free model parameters to be
learned, it is necessary to have a correspondingly large set of training data to avoid overfitting.
In turn, training a CNN “from scratch” can take considerable time, even with high-throughput
computational resources like graphics processing units (GPUs). Since the amount of data is
always increasing (e.g., with each data-collection survey), CNNs are a convenient way to lever-
age and exploit the fruits of these investments fully.

Designing a CNN architecture is often considered an art form, and domain expertise is vital
to creating successful networks. Assuming a standard “vanilla” architecture, the key attributes
that a designer must decide are the number of convolutional layers to employ, the number of

The fully-connected layers’ weights are also learned during training, but these can be treated as special con-
volutional filters of size 1 x 1.



filters to be learned in each convolutional layer, and the sizes of those filters. The designer
must also decide where in the architecture to place pooling layers (which encourage translation
invariance), as well as the pooling factors to use in those layers, and the manner in which the
pooling is performed (e.g., taking an average or the maximum value in each region). The size
of the input data, the manner in which the input data is normalized, the number of nodes in the
dense layer, and the mathematical form of the activation functions must also be specified. The
training process entails several additional choices, including the exact form of the objective
function (which will not be convex), the optimization algorithm and various parameter settings
therein (such as learning rate and batch size), and data augmentation strategies to employ,
among other things. Classification performance can be very sensitive to many of these design
choices.

3.3. MATHEMATICAL DETAILS

Having given this qualitative overview of CNNs, we now define the most important quantities
more precisely for the binary classification case with single-channel input images. The fol-
lowing presents the equations that govern the operations in each layer of a CNN, parameter
training, and how one obtains final classification predictions for an input image.

Let x be an input image of an object associated with class label y € {0, 1}, where y = 1
indicates a target and y = 0 indicates clutter.

Let az(é_l) be the ith feature map in the (¢ — 1)th convolutional layer. Let wgf) denote the
convolutional kernel connecting the ith input feature map to the jth output feature map in the
(th convolutional layer, and let bg-g) denote the bias in the jth feature map in the /th convolutional
layer.

The response of the jth output feature map at the /th convolutional layer is obtained as

20 = Y a Vs wl) + 0 3.1)

ay) = a(zy)), (3.2)

where * denotes the convolution operation, and o (-) is the nonlinear activation function. At the
CNN input, there is only one feature map: aEO) = .
Two nonlinear activation functions used in this work are the sigmoid function and the rec-

tified linear unit (ReLU), which are given by

o(z(r,c)) = (1+exp{—2z(r,c)})~! (3.3)
o(z(r,c)) = max{0,z(r,c)}, (3.4)

respectively; (7, ¢) specifies a row and column position in a feature map.

Pooling layers reduce the spatial size of feature maps in accordance with pooling factors,
fr and fe, specified for each dimension. Two common types of pooling are average pooling
and max pooling. In average pooling, a sub-region of a feature map is mapped to its average
value,

fr fc
a(r.0) = 3 alrtu— [fr/2] v [fe/2]) (3:5)
fRfC u=1 v=1

where [-] is the mathematical ceiling. In max pooling, a sub-region of a feature map is mapped
to its maximum value,

al’(r,e)=  max  al(r+u—[fr/2].ct+v—[fe/2]). (3.6)

1<u<fr,1<v<fc
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At the final output layer L of the CNN, the softmax function gives the probability of the
input image « belonging to each class y;,

exp {Z}L)}
(L)) = Zjl-:o exp {ZJ('L)}‘ 3.7

The binary-cross-entropy loss function for one training sample, {x; y}, is defined as

p(yi|z

J(w,b) = —ylog p(y|z);w, b) — (1 —y)log(1 — p(y|zL); w, b)). (3.8)

When a “mini-batch” of B training samples is employed, the loss function simply becomes the
mean loss over the B samples.
Mini-batch gradient descent updates the parameter values according to

w = W—UM (3.9)
ow
B 0J(w,b)
b = by (3.10)

where 7 is the learning rate that controls the size of the update step, and J(w, b) is the loss
function of the mini-batch. At each iteration of the training procedure, a new mini-batch of
training samples is randomly selected.

The RMSprop optimizer [24] is simply a “fancy” way to make the learning rate adaptive; it
normalizes the learning rate for a parameter by a running average of the magnitudes of recent
gradients for that parameter.

The backpropagation algorithm [25], which relies on the chain rule from calculus, is used
to compute the necessary partial derivatives in a CNN in a computationally efficient manner.
The details are beyond the scope of this report.

11



Chapter 4

Experiments With High-Frequency Sonar

In this chapter, we describe several CNN experiments conducted with high-frequency sonar
data. First, in Sec. 4.1, we describe a data set that is used across multiple experiments. Then
two forms of transfer-learning are studied in Sec. 4.2. Sec. 4.3 describes constructing CNNs
with an unconventional data representation, namely phase imagery. Then the use of multiple
representations is examined in Sec. 4.4.

4.1. DATA

Synthetic aperture sonar (SAS) [26] relies on the coherent processing of acoustic returns to
produce high-resolution imagery of underwater environments that can be exploited for object
classification and other tasks. A large database of scene-level SAS images, each of which
typically spans 50 m in the along-track direction and 110 m in the range direction, had been
collected by CMRE’s MUSCLE AUV during thirteen sea expeditions conducted between 2007
and 2017 in various geographical locations. The center frequency of the SAS is 300 kHz and
the bandwidth is 60 kHz. The imagery has an along-track resolution of 2.5 cm and a range
resolution of 1.5 cm.

Prior to the surveys, mine-like object shapes including cylinders, truncated cones, wedges,
and other man-made objects had been purposely deployed. This allowed detailed target ground-
truth information to be formulated. The data of the different expeditions vary greatly in terms of
seafloor composition and cover (e.g., sand, mud, vegetation), clutter types and densities, target
types, image quality, and environmental complexity. Data from the eight oldest expeditions
were treated as training data for learning CNNs in various experiments, while the data from the
five most recent expeditions were reserved for use as distinct test sets (owing to their diverse
characteristics). A summary of the MUSCLE data surveys associated with the potential test
data sets is given in Table 4.1.

Table 4.1. MUSCLE test data surveys

Data Set | Name of Sea | Survey Dates Survey Survey
Code Experiment | (months / year) Location Area (km2)
MAN2 MANEX 9-10/2014 Bonassola, Italy 38.9
NSM1 NSMEX 572015 Ostend, Belgium 22.6
TIMI TIMEX 10/2015 Cartagena, Spain 55.5
ONM1 ONMEX 9/2016 Hyeres, France 43.8
GAMI1 GAMEX 3-4/2017 Patras, Greece 19.4
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The Mondrian detection algorithm [S] was applied to all complex scene-level sonar images
in the database.! This algorithm is a flexible, general-purpose object-detection method that can
reliably detect objects over the wide range of potential UXO sizes and shapes. Importantly,
the approach is robust even when the object response does not have a strong (acoustic) shadow
associated with it, a case that arises with partially buried objects.

The detector results in a set of image “chips” of objects to be classified as targets (class 1)
or clutter (class 0) by the CNN classifiers; each chip spans 5.025 m x 5.025 m, larger than the
requisite CNN input size, to facilitate data augmentation. An example detection result on a
SAS image scene collected by the MUSCLE AUV is shown in Fig. 4.1.
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45
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Range (m)

Fig. 4.1. Typical MUSCLE SAS image scene with alarms generated by the Mondrian detection
algorithm marked by white boxes and true ground-truth targets marked by magenta diamonds.

All CNNs designed in the experiments in this chapter share the following characteristics.
The image chips (or “images” derived from them) are the inputs to the CNNs. Each data
representation input to a CNN is assumed to be 267 pixels x 267 pixels. For SAS magnitude
and phase imagery, each pixel spans 1.5 cm in each dimension. All pooling layers use average
pooling, rather than max pooling, because the former approach has been observed [27] to better
handle the speckle phenomenon that characterizes sonar imagery. The outputs of the CNN’s
final layer are the (softmax) probabilities of an image belonging to each class (target or clutter).
For CNN training, no attempt was made to optimize the learning rate or batch size.

Our main interest in this chapter is to examine the ability of the CNN-based approach to
successfully perform classification. Therefore, when presenting receiver operating character-
istic (ROC) curves, the experiments assume that all targets were successfully flagged in the
detection stage. Thus, the maximum possible area under the ROC curve (AUC) [28], a scalar
summary measure of performance, is always unity. (A perfect classifier would have an AUC of
unity.) To obtain the overall probability of both successful detection and correct classification,
the vertical axis of the ROC curves would need to be scaled by the proportion of targets actu-
ally found in the detection stage. Finally, a note about nomenclature: On all figures showing
ROC curves, the term “probability of detection” is used in the classical signal-detection-theory
sense [29] of discriminating a target from clutter; thus, the quantity being measured is in fact
the performance of the classification stage.

"While the experiments recounted in this chapter were being conducted, the Mondrian detection algorithm was
still in development. Therefore, different versions of the algorithm (and different parameter settings) were used
for the experiments in each main section within this chapter. For this reason, the number of images in the data sets
varies; performance comparisons should not be made across experiments in separate sections.
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4.2. TRANSFER LEARNING

In remote-sensing applications, data collections can be time-consuming and prohibitively ex-
pensive. Moreover, when a new sensor is introduced, there is a desire to be able to still leverage
historical data collected by similar predecessor systems. In general, it is not feasible to wait for
the execution of numerous onerous data collections before being able to accurately assess the
utility of the new system. For these reasons, the idea of transfer learning is appealing.

In the context of CNNs, transfer learning entails taking a CNN trained for one task and
re-using it for a related but distinct task. The basic idea exploited in this transfer is that CNN
filters that capture lower-level features, such as edges and corners, are useful in a wide range
of object-recognition tasks. As a result, one can intelligently initialize (early layers of) a CNN
with weights learned for a different task, and then refine with a modest amount of data related
to the new task at hand. This approach greatly reduces training time, but also lightens training-
data requirements.

Our objective is to demonstrate that data from multiple similar sonar sensors can be col-
lectively exploited to address related automatic target recognition (ATR) tasks. We previously
developed a set of CNNs for mine classification tasks using MUSCLE SAS data. Leveraging
this work, we here demonstrate the feasibility of two types of transfer learning for the task of
underwater object classification: target-concept transfer and sensor transfer. Specifically, we
modify the target concept of the networks, from mines to UXO (or UXO proxies), so that the
objective is to successfully discriminate UXO — rather than mines — from clutter. The second
type of CNN transfer learning we demonstrate involves transfer between sensors: training a
CNN using SAS data from one sensor, and adapting it to enable inference on SAS data from a
different sensor, operating at a different frequency band.

4.2.1. CNN:s for Transfer Learning

In this study, we leverage six CNNs previously trained for a mine recognition task. The input
data for each CNN is a 4.005 m x 4.005 m SAS magnitude chip. The common architecture is
a sequence of alternating convolutional layers and pooling layers, followed by a single fully-
connected dense layer, and then the output (prediction). Each CNN is distinguished by the
number of convolutional layers, the number and size of the filters, and the pooling factors
employed. Sigmoid activation functions are used. The details of these CNN architectures, and
the total number of free parameters each CNN must learn, are summarized in Table 4.2.

Table 4.2. Previously-developed CNN architectures for magnitude imagery

CNN || Convolutional Filters Filter Sizes Pooling || Number of
Label Layers Per Layer (Pixels Per Side) | Factors Parameters
A 3 81012 1685 442 10800
B 3 81012 866 442 8344
C 4 2345 1816 14 12 2222 7682
D 5 4681012 87753 22222 7506
E 5 10101010 10 43443 22222 5712
F 6 101010101010 223322 222222 3602
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4.2.2. Target-Concept Transfer-Learning

We first explore the idea of target-concept transfer-learning by altering the classes of objects
considered targets and clutter. The objective is to refine already-trained CNNs so that they
properly discriminate the new object classes without the burden of training the networks “from
scratch.”

4.2.2.1. Experimental Set-Up

Previously, SAS data collected by the MUSCLE AUV during eight sea experiments had been
used to train six CNNs in which the target class consisted of mine-like object shapes includ-
ing cylinders, truncated cones, wedges, and other man-made objects. All other alarms were
assigned to the clutter class.

For these transfer-learning experiments, MUSCLE SAS data from three different sea ex-
periments (not used in the earlier training process) were considered as test data. To effect a
transfer-learning scenario, the target class was modified to consist of only cylindrical objects
(as a surrogate for UXO, which typically takes this approximate shape). All other objects (in-
cluding the objects previously treated as targets) were considered to belong to the clutter class.
A summary of the data set details before and after this “relabeling” procedure is shown in
Table 4.3.

Table 4.3. Data set details of target-concept transfer-learning experiments
Before Relabeling | After Relabeling
Data Set Number of Number of

Targets | Clutter | Targets | Clutter

Training Data | 2672 15165 553 17284
TIM1 - - 59 2350
ONM1 - - 11 295
GAM1 - - 25 338

With the training data “relabeled” in this manner, CNN refinement was undertaken to update
the previously-trained parameters. Specifically, CNN re-training was performed using mini-
batch gradient descent with a learning rate of = 0.001, in conjunction with a binary-cross-
entropy loss function. A batch size of B = 64 was used, with equal numbers selected from each
class to combat the severe class-imbalance of the training data. Importance sampling to bias
toward choosing challenging training data — as quantified by the Mondrian detection score —
was employed; to this end, the samples for each class’s half-batch were chosen from a random
pool of size 0.6 5, which allowed an element of stochasticity to be retained. Data augmentation
that respected the inviolable geometry of the sonar data-collection procedure was employed
during training; this meant a random range translation i;, € [0, 0.5 m], along-track translation
ity € [—0.5m, 0.5 m|, and along-track reflection i,, € {0, 1} was applied to each sonar image
chip selected for the batch.

Transfer-learning refinement was executed for 2000 epochs, where one epoch was defined
to correspond to an update from a single batch, not a full pass through the entire data set.
(Defining an epoch on this smaller “timescale” allows changes to be monitored at a finer level.)
For the first 1000 epochs of re-training (equivalent to approximately 3 full passes through the
data set), the clutter class data were constrained to be drawn from the subset of objects that were
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treated as targets in the original training, but as clutter in the refinement phase. For the second
1000 epochs, the clutter class data were allowed to be drawn from all alarms assigned a clutter
label for the re-training. This procedure was undertaken to examine whether it was sufficient
to focus the refinement on “un-learning” the newly labeled clutter cases, or if considering the
full set of clutter cases was necessary.

4.2.2.2. Experimental Results

The results of the target-concept transfer-learning experiments are summarized in Tables 4.4-4.6
in terms of the AUC. Specifically, the AUC is shown for each of the six CNNs considered, for
each of the three test data sets, at epoch O (i.e., before any refinement had transpired), at epoch
1000, and at epoch 2000.

Table 4.4. Target-concept transfer results on TIM1 data set

CNN AUC at
Label | Epoch 0 | Epoch 1000 | Epoch 2000
A 0.825 0.659 0.984
B 0.841 0.846 0.975
C 0.839 0.878 0.943
D 0.845 0.957 0.966
E 0.832 0.826 0.962
F 0.842 0.825 0.961

Table 4.5. Target-concept transfer results on ONM1 data set

CNN AUC at
Label || Epoch 0 ‘ Epoch 1000 ‘ Epoch 2000
A 0.774 0.737 0.898
B 0.799 0.782 0.939
C 0.694 0.870 0.990
D 0.738 0.844 0915
E 0.797 0.674 0.932
F 0.709 0.773 0.904

Table 4.6. Target-concept transfer results on GAM1 data set

CNN AUC at
Label | Epoch 0 | Epoch 1000 | Epoch 2000
A 0.633 0.829 0.851
B 0.467 0.788 0.840
C 0.398 0.753 0.732
D 0.479 0.842 0.837
E 0.496 0.780 0.748
F 0.554 0.836 0.791
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As can be seen from the tables, before refinement has commenced, performance is quite
poor because the CNNs had been trained to treat certain objects as targets, which were then
considered as clutter during the test phase. Upon refining the CNN parameters with the new
labeling rubric, performance improved dramatically. It can be noted that considering the full
set of clutter cases was needed to achieve the best performance, indicating that “un-learning”
the altered-label cases alone was insufficient.

This phenomenon can also be observed in Fig. 4.2, which shows the evolution of the per-
formance in terms of full ROC curves as a function of refinement epoch, for the six CNNs, on
the TIMI test data set. In fact, there is markedly different behavior during the first stage of
refinement (i.e., epochs 1-1000) for the different CNNs. For example, compared to the case
of no refinement (i.e., epoch 0), CNN A performs worse, CNN B performs about the same,
CNN C performs better at low false alarm rates but worse at high false alarm rates, and CNN
D performs better. But during the second stage of refinement (i.e., epochs 1001-2000), when
both “regular” clutter and the newly “relabeled” clutter are included as class O training data, all
of the CNN classifiers become superior.

The results of these experiments show that target-concept transfer is indeed feasible. The
valuable implication is that one can start with a CNN trained for an MCM task, and simply
refine with a modest amount of UXO data to effectively transfer the network to the new appli-
cation. This leveraging of related data can effect cost savings by reducing the amount of (UXO)
training data, and hence expensive data surveys, required.
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Fig. 4.2. Performance on the TIMI test data set of CNNs A-F in (a)-(f) for the target-concept
transfer-learning experiments. The initial performance before any refinement is shown in ma-
genta; the final performance after 2000 epochs of refinement is shown in cyan. In between, the
performance curves progress from red to blue with increasing epoch. (Zoom on the electronic
version to read the legend and axes.)
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4.2.3. Sensor Transfer-Learning

In this next study, we conduct experiments on the topic of sensor transfer-learning. The ultimate
objective is to discriminate UXO from clutter, but very limited training data — and specifically
target views — are available. This challenge is addressed by making use of two databases of im-
agery, one collected by the MUSCLE AUV and the other collected by the SeaOtter Mk 11 AUV.
The idea is to begin with CNNs that were trained using MUSCLE data, and refine them using
a small amount of data from the SeaOtter, so that the networks can properly classify test data
from the new sensor. This approach would eliminate the need for a large set of labeled train-
ing data from the new sensor, as would otherwise be required if training the networks “from
scratch.”

4.2.3.1. Experimental Set-Up

The new database considered here consisted of 476 scene-level SAS images, collectively span-
ning approximately 2.61 km? of seabed, that was collected by the SeaOtter Mk IT AUV during
a sea expedition conducted in September 2016 in German waters of the Baltic Sea. The center
frequency of the SAS is 150 kHz and the bandwidth is 30 kHz. The imagery has an along-track
resolution of 2.0 cm and a range resolution of 2.62 cm. The SAS data in this database differs
from the MUSCLE database in several notable ways, including the target classes, the types of
clutter, seafloor characteristics, and image resolution.

The Mondrian detection algorithm was applied to the scene-level sonar images from the
SeaOtter database, with this resulting in sets of image “chips” of objects to be classified as
targets or clutter by the CNNs. The survey data was collected in an area that is known to contain
real, historical UXO present from World War II, but no proper ground truth was available.
Therefore, we manually labeled all of the candidate alarms, assigning suspected UXO to the
target class and all other alarms to the clutter class. (Although the resultant classification rates
attained may be inaccurate, this approach will still fairly assess the potential of sensor transfer-
learning.)

To form relatively balanced training and test data sets from the SeaOtter data, the alarms
generated from the port sonar were treated as training data, while the alarms generated from
the starboard sonar were treated as test data. Details of the data sets used in these experiments
are shown in Table 4.7.

Table 4.7. Details of the data sets for sensor transfer-learning experiments
Sensor Target Number of

Platform Data Set Class | Targets ‘ Clutter

MUSCLE | Training | Mines | 2672 | 15165
SeaOtter | Training | UXO 65 13746
SeaOtter Test Uxo 73 15324

Example SAS imagery of targets from the two databases are shown in Fig. 4.3, where the
similarities and differences of the data can be observed. The SeaOtter target examples highlight
the diversity of object shapes and unreliability of acoustic shadows for detection purposes.
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(d)
Fig. 4.3. SAS imagery of representative targets from (a) the MUSCLE data set and (b)-(d) the
SeaOtter data set. Each image spans approximately 5 m X 5 m; range increases to the right.

(b)

We again begin with the six CNNs that had been trained using SAS data collected by the
MUSCLE AUV during eight sea experiments, as in Sec. 4.2.2. But then transfer learning is
effected by refining these CNNs with the training data set from the SeaOtter AUV. This refine-
ment used the same learning rate, batch size, and data augmentation techniques as in Sec. 4.2.2.
To create consistent input data for the CNNs, the slightly lower resolution SeaOtter image chips
were re-sampled (via bilinear interpolation) to match the pixel size of the previous MUSCLE
training data (i.e., a resolution of 1.5 cm x 1.5 cm). The same image normalization procedure
that had been applied to MUSCLE data was also applied to the SeaOtter data. Transfer-learning
refinement was executed for 2000 epochs, where one epoch is again defined to correspond to
an update from a single batch, not a full pass through the entire data set.

4.2.3.2. Experimental Results

The results of the sensor transfer-learning experiments are summarized in Table 4.8 in terms of
the AUC. Specifically, the AUC is shown for each of the six CNNs considered for the SeaOtter
test data set, before any refinement had transpired (i.e., at epoch 0) and with refinement (at
epoch 2000).

Table 4.8. Sensor transfer results on SeaOtter data set

AUC
CEN T without | with
Refinement | Refinement
A 0.720 0.843
B 0.739 0.864
C 0.766 0.889
D 0.776 0.883
E 0.735 0.810
F 0.741 0.853

Before refinement, the CNNs are still tailored to both the general characteristics of the
MUSCLE sensor data and the specific target types (i.e., surrogate mine shapes) used for train-
ing. As a result, classification performance on the SeaOtter test data is relatively weak. How-
ever, it should be noted that performance is still well above the chance diagonal, suggesting
that the CNNSs are relatively robust and that the tasks are strongly related.

As the CNNs are exposed to more of the SeaOtter training data during the refinement pro-
cess, performance improves. This result can be observed in Table 4.8, as well as in Fig. 4.4,
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which shows the evolution of the performance in terms of full ROC curves as a function of
refinement epoch. In fact, it can be seen that the refinement had more or less converged even
after only 500 epochs (equivalent to about 2-3 full passes through the training data set).
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Fig. 4.4. Performance on the SeaOtter test data set of CNNs A-F in (a)-(f) for the sensor
transfer-learning experiments. The initial performance before any refinement is shown in ma-
genta; the final performance after 2000 epochs of refinement is shown in cyan. In between, the
performance curves progress from red to blue with increasing epoch. (Zoom on the electronic

version to read the legend and axes.)
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Interestingly, relatively small amounts of SeaOtter training data are required to improve
performance considerably. For example, only 65 examples of the new target class are available
during the refinement process. This underscores the promise of the transfer-learning approach,
and the minimal labeled-data requirements involved. Instead, one of the primary factors for
success is that the test data and training data of the new sensor are characterized by the same
conditions, and drawn from the same underlying statistical distribution.

4.2.4. Summary

These experiments demonstrated the feasibility of two types of transfer learning for the task of
underwater object classification: target-concept transfer and sensor transfer. This transfer learn-
ing leveraged CNNss trained for a mine classification task with data from one SAS system, and
performed parameter refinement using a small amount of data related to the new task. The suc-
cess of the transfer learning suggests that CNNs developed on MUSCLE data can be exploited
for use with data from other side-looking sonar systems that operate at different (but similar)
frequency bands and produce imagery at a slightly different resolution; application to similar
yet distinct classification tasks, such as a different target class, is also feasible. In turn, power-
ful classifiers can be developed relatively quickly with minimal labeled data, thereby reducing
the amount of costly data surveys needed with the new sensor, as well as the computation time
needed to train a robust classifier.
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4.3. ALTERNATIVE REPRESENTATIONS: PHASE

SAS imagery is complex-valued, but typically this data is converted to a (real-valued) magni-
tude representation that is subsequently used for various signal processing and pattern recogni-
tion tasks, such as object classification. The phase information, which is related to the signal
travel time, and in turn, the distance traveled, is usually discarded. In this study, we demon-
strate that the phase data in SAS imagery contains useful information that can be exploited on
its own for object classification tasks. This finding upends the conventional wisdom that the
phase does not contain useful information for classification.

Complex SAS data is often manipulated to serve various purposes, but seldom is the phase
information considered in isolation. (A notable exception is with bathymetric estimation via
interferometry [30], where phase differences are exploited to obtain relative height informa-
tion.) For example, transforming complex data into the Fourier domain enables efficient sub-
band [31,32] and sub-aperture processing [33,34] and, with lower-frequency data, the forma-
tion of acoustic color representations [35]. But the general view of SAS phase imagery — as a
signal with no worthwhile content — is an assumption we challenge.

An example SAS “chip” of an object — an endfire cylinder, with deployment chains attached
— is shown in Fig. 4.5. Specifically, both the magnitude and phase images are shown. From
visual inspection, it is obvious that the magnitude image contains useful information for clas-
sification. Less clear is whether the phase image also contains features or characteristics that
can be exploited reliably. The objective of this work is to establish that phase imagery like this
does indeed contain information. In order to demonstrate this, we rely on CNNs because of
their ability to automatically uncover useful clues for classification via the learned filters. This
aspect of CNNgs is particularly attractive because, as Fig. 4.5(b) suggests, it is challenging for a
human to hand-craft salient features for extraction from phase imagery.

Fig. 4.5. An object’s SAS (a) magnitude image and the corresponding (b) phase image. Range
increases down the page.

4.3.1. CNNs for SAS Phase Imagery

In this study, we develop three unique CNNs. The input data for each CNNis a4.005 m x 4.005 m
SAS phase chip. The common architecture is a sequence of alternating convolutional layers
and pooling layers, followed by a single fully-connected dense layer, and then the output (pre-
diction). Each CNN is distinguished by the number of convolutional layers, the numbers and
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sizes of the filters, and the pooling factors employed. Sigmoid activation functions are used.
The details of these CNN architectures are summarized in Table 4.9.

Table 4.9. CNN architectures for SAS phase imagery

CNN Filters Filter Sizes Pooling | Number of
Label | Per Layer | (Pixels Per Side) | Factors || Parameters
A 81012 1685 442 10800
B 81012 866 442 8344
C 4681012 87753 22222 7506

To train these CNNs, the MUSCLE training database comprising eight sea expeditions
was used. Testing was then performed using the disjoint set of SAS data from five other sea
expeditions. Basic details of these test sets are summarized in Table 4.10.

Table 4.10. Test data set details for phase experiments
Data Set Number of
Code Targets ‘ Clutter
MAN2 375 77222
NSM1 52 46832
TIM1 357 43847
ONM1 71 23366
GAM1 72 4058

4.3.2. Experimental Results

The results of making (class) predictions using the three CNNs for data from the five test sets
are shown in Fig. 4.6, where it can be seen that the classification performance is well above
the chance diagonal (in which every prediction is a random coin flip). This result provides
strong evidence that there is indeed exploitable classification information contained in the phase
images alone. The AUC associated with Fig. 4.6 is also shown in Table 4.11.

Table 4.11. Classification performance for phase experiments
Data Set AUC
Code || CNNA | CNNB | CNN C | Ensemble
MAN?2 0.857 | 0.934 | 0.943 0.946
NSM1 0.613 0.844 | 0.778 0.773
TIM1 0.807 | 0944 | 00917 0.936
ONM1 0.835 0.954 | 0.920 0.947
GAM1 0.862 | 0936 | 0.886 0.928
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Fig. 4.6. Classification performance using SAS phase imagery, on five test data sets with three
different CNNs and the ensemble. The operating point corresponding to a prediction threshold
of 0.5 is marked, by a circle, on each curve.
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Interestingly, classification performance was markedly worse on the NSM1 data set. This
data was collected in the North Sea where there were very strong currents. As a result, the
sonar-equipped AUV was rarely able to maintain an ideal linear trajectory during data col-
lection, and SAS processing image-formation was more challenging. The magnitude imagery
from this data set is often blurry, and shadows cast by objects are typically not well-defined.
We hypothesize that this factor also causes the phase imagery to lack strong structure in the
shadows, thereby eliminating exploitable classification clues.

It can also be noted that the only difference between CNN A and CNN B is the filter size,
where CNN B uses smaller filters. As can be seen in the results, CNN B outperforms CNN A,
providing mild evidence that smaller filters are preferable. There are also fewer parameters to
learn, which makes training easier (i.e., faster). These insights will inform our design of new
networks moving forward.

4.3.3. Analysis

We seek to better understand the reasons for the classification success on the phase imagery.
Because CNN B consistently achieved the best classification performance, we investigate its
filters in more detail. Fig. 4.7 shows the learned filters of the three convolutional layers of
CNN B. (For a given convolutional layer, each filter uses an identical color scale in which
the color green corresponds to zero, warmer colors are positively valued, and cooler colors are
negatively valued.)

From the figure, it can be observed that many of the filters are essentially zero-valued,
meaning they are effectively “dead nodes.” That is, pruning these filters from the network
would have no impact on predictions. This insight suggests that more efficient CNNs could
be constructed in which fewer filters are employed in each layer. This modification would also
reduce training time. Thus, moving forward, we will design new CNNs with this result in mind.

It can also be seen that the purpose of the first convolutional layer’s filters is ostensibly
to locate vertical or horizontal gradients in the input phase imagery. This insight should be
contrasted with the finding in [4], which studied CNNs for which the input imagery was SAS
magnitude images. In that work, it was discovered that the first convolutional layer’s filters
were effectively acting as bandpass filters (vis-a-vis pixel values) to segment the images into
highlight, shadow, and background regions.

More complicated structural features in the imagery can be isolated when multiple con-
volutional layers (with nonlinear activation functions) are nested. After the convolutional and
pooling layers, the three-dimensional output tensor is “flattened” into a vector to accommodate
a fully-connected layer. However, the vector of weights of the fully-connected layer can be
reshaped to recover the spatial form destroyed by the flattening. These weights of CNN B are
shown in Fig. 4.8. When presented in this format, one can associate and visualize the relative
importance of each spatial region, or “receptive field,” of a generic input image. For this CNN,
it can be seen that there is not a single dominant region that drives all predictions. Rather,
various components will, in general, have the capacity to influence the final class predictions.

26



A-
E/=

il
T I
L
S

., W T
.

e T
ANCET P
oy A ELE

=3

(

AL NS e
o e
AR S AL
gl g e L L
i et ol e
s WEREANEEYE
e T L T

I
i
i
AN EE
g -
o s
H e
5 ¥ R
W 0
L

~
o

Fig. 4.7. For CNN B, the filters of the (a) first convolutional layer, (b) second convolutional
layer, and (c) third convolutional layer. (Three-dimensional filters in the latter two layers are
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Fig. 4.8. For CNN B, the weights of the fully-connected layer, displayed such that spatial form
is retained (i.e., the “flattening” step has been inverted). N.B. For display purposes, the weights
have been rotated counterclockwise 90° so that range now increases to the right.
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Next, we examine some intermediate representations of CNN B for a few specific phase
images from the test set. Specifically, we choose to show the intermediate representation of
the imagery at the second convolutional layer (prior to evaluation with the sigmoid activation
function) because this representation seems to contain the most interpretable structure. In a
sense, two convolutional layers are required to transform the phase imagery into a form that
humans can readily comprehend. This should be contrasted with a SAS magnitude image,
which requires no transformations (i.e., convolutional layers) to be understandable.

We also show the contributions of each spatial location (receptive field) to the final clas-
sification predictions. These contributions are the result of inner products between the fully-
connected layer’s weights and the image responses input to those nodes. That is, these contri-
butions would be summed, added to a bias term, and then passed through a sigmoid function,
in order to obtain the final probabilities of belonging to each class. By showing the individual
contributions, one can better observe which components of the (phase) image drive the final
prediction. (In this series of figures, green corresponds to a value of zero, warmer colors are
positively valued, and cooler colors are negatively valued.)

In Fig. 4.9, we consider a cylindrical target located in a sand ripple field. In the SAS magni-
tude image, the object’s highlight blends in with the background. From the SAS phase image, it
is difficult to glean much information. However, by the second convolutional layer, significant
structure has been uncovered, as evidenced in Fig. 4.9(d). For example, some of the filters are
effectively delineating the shadow region; the somewhat remarkable thing is that this product
has been produced from considering only the phase image. It is this sort of feature unearthing
that partially explains why the phase can be exploited for target classification. (Results like this
also suggest that an additional potential use of phase information can be image segmentation.)

(b) ©

(d)
Fig. 4.9. SAS imagery of a cylinder (target) in a sand ripple field, in the form of its (a) magni-
tude image and the corresponding (b) phase image. The phase image is the input to the CNN;
the magnitude image is shown only for reference. (c) Each receptive field’s contribution to the
final prediction of belonging to the clutter class (left) and target class (right). The target was
classified correctly. (d) The intermediate representation of the phase image after the second
convolutional layer, but prior to the activation function, of CNN B.

In Figs. 4.10 and 4.11, we consider two alarms from the clutter class. In these two cases,
the intermediate representations seem to transform the input phase imagery into recognizable
textures associated with specific orientations. At earlier layers of the CNN, closer to the original
input imagery, the image abstractions are still difficult to understand, while at later layers of the
CNN, the meaningfulness of the abstractions again becomes obscured.

In all three figures, it can be observed how different receptive fields influence the predic-
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(d)
Fig. 4.10. SAS imagery of a clutter object in the form of its (a) magnitude image and the
corresponding (b) phase image. The phase image is the input to the CNN; the magnitude image
is shown only for reference. (c) Each receptive field’s contribution to the final prediction of
belonging to the clutter class (left) and target class (right). The clutter was classified correctly.
(d) The intermediate representation of the phase image after the second convolutional layer, but
prior to the activation function, of CNN B.

(d)

Fig. 4.11. SAS imagery of a clutter object in the form of its (a) magnitude image and the
corresponding (b) phase image. The phase image is the input to the CNN; the magnitude image
is shown only for reference. (c) Each receptive field’s contribution to the final prediction of
belonging to the clutter class (left) and target class (right). The clutter was classified incorrectly.
(d) The intermediate representation of the phase image after the second convolutional layer, but
prior to the activation function, of CNN B.

tions to different extents. However, the region in which one would expect to see a shadow
(in the magnitude image) — due to the geometry shared by the sensor and proud object — does
consistently have a significant impact on the predictions.

Based on these and other preliminary analyses, the information being exploited in the phase
imagery for classification appears to arise when the pixel values deviate from a uniform dis-
tribution, and more specifically, form non-random spatial structure in the phase. Based on the
physics involved, where the phase is tightly coupled to the distance traveled by the sonar sig-
nal, this scenario can manifest for different reasons. In [36], spatial correlation in the phase of
synthetic aperture radar (SAR) imagery was found to be present because of strong reflectors,
processing artifacts, and homogeneous surfaces. In [37], evidence of phase structure was seen
in SAR images from very strong combined scatterers and their side lobes. In the underwater
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domain, a discontinuity in the gradient of the phase can be an indication of an abrupt bathymet-
ric change, and the presence of an object proud of the seafloor. Additionally, an acoustically
smooth object may produce a structured phase image with a pixel distribution that is not uni-
form. We hypothesize that another potential source of structure occurs in shadow regions,
where the signal levels are so low that deterministic self-noise of the sonar system itself may
be visible in the phase.

4.3.4. Summary

It was demonstrated that the phase information present in complex high-frequency SAS im-
agery can be exploited for successful object classification. To exploit the information osten-
sibly hidden in the phase imagery, relatively simple CNNs were trained, “from scratch,” on a
large database of SAS phase images collected at sea. The filters learned by one of the CNNs
were studied, and the intermediate responses from the network for specific input phase images
were examined. Hypotheses regarding the sources of information contained in the phase im-
agery were offered. The results highlight the potential of using CNNs with non-traditional data
representations for which manual feature-extraction is challenging, such as acoustic color.
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4.4. MULTIPLE REPRESENTATIONS

The richness of the complex-valued SAS data means there is potentially more exploitable in-
formation than what is apparent in the usual image domain. For example, the aspect-dependent
nature of sonar returns off objects can be detected in the frequency domain [38], whereas the
integration of this information to create (magnitude) imagery effectively obscures this key phe-
nomenon. This insight motivates us to produce multiple data representations that are funda-
mentally different in nature — namely, a sonar magnitude image, phase image, and frequency
spectrum (i.e., power spectral density) — and use them jointly as inputs to a CNN to improve
classification performance.

A standard CNN transforms input data (i.e., imagery) into a new representation space in
which the classes are easily separable. But the alternative input data representations we pro-
pose could not be “uncovered” naturally by a CNN — e.g., as intermediate-layer representations
— because the relevant information is not accessible in the usual image domain. CNNs are a
natural match for our multi-representation approach because they obviate the extraction of pre-
defined features, which is challenging for difficult-to-interpret alternative data representations,
such as phase imagery.

Some prior CNN-based research has focused on incorporating “multi-view” data from dis-
parate sensor modalities [39—43], while other work has decomposed complex-valued data into
two representations (e.g., real and imaginary parts) [44,45]. But our work is the first to derive
and successfully exploit multiple input representations from the same raw sensor data.

4.4.1. CNN Design

The key design choice when using multiple disparate input representations is how and when
to merge them within the CNN. Because the representations capture fundamentally different
physics, it is important to not simply treat the different data representations as separate channels
— as is done for three-channel red-green-blue (RGB) optical images — because the responses
will destructively interfere after the first convolutional layer. (We observed this experimentally
also.) Instead, the representations should be kept distinct until a late (i.e., deep) stage of the
CNN. Here we propose an elegantly simple solution that is extensible for various applications
and types of data. Specifically, when multiple input representations (viz. sonar magnitude
image, phase image, and frequency spectrum) are used, we choose to fuse the respective data
products from the CNN transformations by concatenating them at the penultimate layer. A
schematic of our proposed multi-representation CNN architecture, and an analogous single-
representation architecture, is shown in Fig. 4.12.

31



Iy > C > C C C

(a) Single-representation (M) CNN architecture

[\
e
0
v
O
v
0
"
e
v
5
O
0
v
Concatenation
\
o

le = C P> C P> C P> C P>
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Fig. 4.12. Proposed CNN architectures for (a) single and (b) multiple representation inputs.
C, P, and D respectively denote convolutional blocks (comprising one or more convolutional
layers), pooling layers, and dense layers.

For this study, we carefully design four CNNs that share this common architecture. Addi-
tional details about the specific CNNs are provided in Table 4.12. It should be noted that the
notation in this table differs slightly from previous tables. Here, brackets are used to convey
the concept of convolutional blocks, because now there can be multiple convolutional layers in
between pooling layers, whereas earlier there was always only one convolutional layer before
pooling. The convolutional block construct allows deeper networks, and thus greater complex-
ity, without a proportional increase in the number of parameters to learn. These new CNNs
should be contrasted with the old, less-efficient CNNs in Table 4.2, which were shallower yet
had more parameters to learn.

Table 4.12. Architectures of CNNs trained

CNN Conv. Conv. Layers Filters Per Filter Sizes Pooling Number of Parameters
Label Blocks | Per Conv. Block | Conv. Layer (Pixels Per Side) Factors 1-rep. (M) [ 3-rep. (MPF)
A 4 1 4 [4] [3]1[3] 4] 4424 629 1885
B 4 1 4 [8][6] [4][5] 4422 1509 4525
6 6 6 6
C 4 2 4 3 3 3 3 4224 2485 7453
8 8 7 8
D 4 3 4 7 7 7 7 2222 7877 23629
5 5 5 5

Each CNN contains 4 convolutional blocks; each block contains a specific number of con-
volutional layers. Each filter is square, and only 4 filters are used in each convolutional layer.
ReL.U activations are used after each convolutional layer, while a softmax activation is used
at the output. The design of the architecture (and specifically the final pooling layer) ensures
that the dense layer always contains 4 nodes per input data representation. The capacities of
the CNNs are intentionally kept so low in order to scrutinize the classification power of small
networks when faced with limited training data.
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4.4.2. Data Preparation

The MUSCLE data sets are again used for experiments, as this is the richest data — in terms
of size and possible representations — available to us. A summary of the data sets is shown in
Table 4.13, where it can be seen that the number of target examples in the training set is still
extremely limited.

Table 4.13. Summary of SAS data sets for multi-representation experiments
Number of
Targets | Clutter

Data Set

Training Data 2912 29280
MAN2 404 14313
NSM1 113 6580
TIMI 351 1938
ONM1 91 111
GAM1 75 157

Given a complex sonar image, z = « + iy, of an object, the frequency representation
used as input to the multi-representation CNNs is I = (log,, |F{z}| — 8) /3, where F is the
2-d discrete Fourier transform (and the extra constants effect a normalization). The magnitude
image representation is given by I); = |z|, and the phase image representation is the result
of the two-argument arc-tangent function, Ip = ¢(y, ). Each magnitude image and phase
image are further normalized so that the pixel values of each are in [—1, 1]. Each data input
representation to the CNNs is 267 pixels x 267 pixels; for the magnitude and phase images,
this corresponds to a spatial extent of 4.005 m x 4.005 m. An example of these three input data
representations for a target is shown in Fig. 4.13.

Fig. 4.13. From left to right, a cylindrical target’s three data representations: sonar magnitude
image, phase image, and frequency spectrum. Strong normal-incidence returns from the cylin-
der face are visible (as linear features) in the latter. In the magnitude and phase images, range
increases to the right.

4.4.3. CNN Training

CNN training was performed using the RMSprop optimizer with a learning rate of n = 0.001,
in conjunction with a binary-cross-entropy loss function, until the loss on the training set con-
verged. A batch size of B = 64 was used, with equal numbers selected from each class to
combat the severe class-imbalance of the training data. Importance sampling to bias toward
choosing challenging training data — as quantified by the Mondrian detection score — was em-
ployed; to this end, the samples for each batch were chosen from a random pool of size 2B,
which allowed an element of stochasticity to be retained. Data augmentation that respected the
inviolable geometry of the sonar data-collection procedure was employed during training; this
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meant a random range translation i;, € [0, 0.5 m], along-track translation i, € [—0.5 m, 0.5 m],
and along-track reflection ¢,, € {0, 1} was applied to each (complex) sonar image chip selected
for the batch.

Using the architectures described in Sec. 4.4.1, we train four single-representation and four
multi-representation CNNs, where the former set (denoted M) uses only the sonar magnitude
image, while the latter set (denoted MPF) also uses the phase image and frequency spectrum as
additional inputs.

4.4.4. Experimental Results

We conduct experiments to show the benefit to classification performance, measured in terms
of the AUC, of using three multi-representation variants. Specifically, we compare (i) using
a set of isometric inputs versus using only image-centered inputs with a CNN, (ii) using an
ensemble of CNNs with unique architectures versus using only a single CNN, and (iii) using
a set of alternative data representations versus using only sonar magnitude imagery as input to
the CNN.

For the first case, demonstrating the value of multiple representations of sonar imagery
resulting from isometries of each original input data example, we employ a set of 18 affine
transformations that do not violate the physics of the sonar-object geometry. (These op-
erations are performed on the raw complex-valued imagery.) This set is formed from the
Cartesian product of range translations i,, = {0,0.25 m,0.50 m}, along-track translations
ity = {—0.25m,0,0.25 m}, and along-track reflections 7,, = {0,1}. The “centered input”
case, denoted @ later, in which the detected object is well-centered in the imagery, corresponds
t0 [i1z, 1y, iry) = [0, 0,0].

The classification performance of the four single-representation CNNs is shown in Ta-
ble 4.14, and of the four multi-representation CNNs in Table 4.15. Specifically, for each of
the five test data sets, performance is shown for when the CNNs are evaluated using object-
centered (©) input images or the ensemble (£) of 18 isometric inputs. (Bold values indicate
the best performance achieved between methods within the table’s double vertical lines, on a
row-wise basis.) The use of multiple representations in the form of simple isometries clearly
provides significant performance gains in both sets.

Also shown in the tables is the result of using the ensemble of the four CNNs’ predictions
(£(ABCD)) as the final prediction for each test data point. This second form of multiple repre-
sentations, exploiting the fact that the unique CNN architectures induce different intermediate
representations, also consistently provides benefit over the individual CNNss.

And lastly, to demonstrate the value of employing multiple input data representations, Ta-
ble 4.16 shows the performance of single-representation CNNs constructed using only sonar
magnitude (M) imagery and the multi-representation CNNs (MPF) that also utilize phase im-
agery and the frequency spectrum as data inputs. (The values in this table correspond to the
ensemble of isometric input cases from Table 4.14 and Table 4.15, brought together for easier
comparison.)
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Table 4.14. AUC for single-representation (M) CNNs using centered (©) input images or an

ensemble (&) of isometric inputs
Test CNN A CNN B CNN C CNN D E(ABCD)
DataSet | @ | €& o | €& o | & o | & o | €&
MAN?2 0.951 | 0964 || 0.970 | 0.979 || 0.974 | 0.981 || 0.924 | 0.955 || 0.979 | 0.984
NSM1 0.905 | 0935 || 0.916 | 0.938 || 0.940 | 0.968 || 0.923 | 0.949 || 0.965 | 0.977
TIM1 0.978 | 0.985 || 0.990 | 0.995 || 0.991 | 0.998 || 0.987 | 0.993 || 0.994 | 0.998
ONMI1 0.969 | 0.978 || 0.984 | 0.987 || 0.989 | 0.991 || 0.936 | 0.968 || 0.990 | 0.992
GAMI1 0.953 | 0.986 || 0.990 | 0.988 || 0.990 | 0.994 || 0.969 | 0.990 || 0.999 | 0.999

Table 4.15. AUC for multi-representation (MPF) CNNs using centered (©) input images or an
ensemble (&) of isometric inputs
Test CNN A CNN B CNN C CNN D E(ABCD)
DataSet | @ | & o | € o | € o | € o | &
MAN2 || 0.958 | 0.965 || 0.969 | 0.980 || 0.975 | 0.979 || 0.978 | 0.981 || 0.986 | 0.986
NSM1 0.921 | 0.935 || 0.944 | 0.963 || 0.956 | 0.975 || 0.939 | 0.952 || 0.976 | 0.980
TIM1 0.985 | 0.989 || 0.993 | 0.996 || 0.994 | 0.995 || 0.993 | 0.997 || 0.997 | 0.998
ONM1 || 0.947 | 0.962 || 0.936 | 0.957 || 0.983 | 0.991 || 0.966 | 0.985 || 0.982 | 0.987
GAM1 || 0.975 | 0.985 || 0.992 | 0.993 || 0.997 | 0.997 || 0.999 | 0.999 || 0.998 | 0.998

Table 4.16. AUC for single-representation (M) and multi-representation (MPF) CNNs (all using
the ensemble of isometric inputs)
Test CNN A CNN B CNN C CNN D

Data Set (M) | (mPE) || ) | (MPR) | (M) [ (MPF) || (M) | (MPF)
MAN2 0.964 | 0.965 || 0.979 | 0.980 | 0.981 | 0.979 || 0.955 | 0.981
NSM1 0.935 | 0.935 || 0.938 | 0.963 | 0.968 | 0.975 || 0.949 | 0.952

TIM1 0.985 | 0.989 || 0.995 | 0.996 || 0.998 | 0.995 || 0.993 | 0.997
ONMI1 0.978 | 0.962 || 0.987 | 0.957 || 0.991 | 0.991 || 0.968 | 0.985
GAMI 0.986 | 0.985 || 0.988 | 0.993 | 0.994 | 0.997 || 0.990 | 0.999

[ Parameters [| 629 | 1885 || 1500 | 4525 || 2485 | 7453 || 7877 | 23629

In Table 4.17, the performance of the ensemble of the four CNNs, denoted £(ABCD), is
shown for the single-representation cases and the multi-representation cases, as is the perfor-
mance of the ensemble of those eight CNNs. For comparison purposes, we also adapted the
pre-trained VGG16 net [19] to our problem and (sonar magnitude) data. Considerable effort
was expended in order to achieve the best performance possible. After initializing the network
with the pre-trained (i.e., “off-the-shelf””) weights, various approaches (and parameter settings)
were explored. Despite using aggressive drop-out [46], the network quickly overfit. The best
performance (used in Table 4.17) was obtained by “freezing” all but the final dense layer of
weights for one epoch, and thereafter permitting refinement of all weights in the network for
a few epochs. The best VGG16 performance achieved is shown in Table 4.17. The perfor-
mance of the Mondrian detector, which makes predictions using a set of five features with fixed
weights (and thus has no free parameters), is included as a baseline ‘““shallow” classification
approach.
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Table 4.17. AUC for single-representation (M) and multi-representation (MPF) CNN ensembles
and competing methods

Test E(ABCD) .
Data Set ™) | (g\/IPF) | (M, MPF) VGGI16 | Mondrian
MAN2 0.984 [ 0.986 | 0.987 0.986 0.928
NSM1 0.977 | 0.980 | 0.982 0.983 0.892
TIM1 0.998 | 0.998 | 0.999 0.996 0.955
ONMI 0.992 | 0987 | 0.988 0.958 0.851
GAMI 0.999 | 0.998 | 0.998 0.997 0.978

| Parameters [| 12500 | 37492 [ 49992 [ 14715201 | 0 \

Table 4.17 also shows the number of parameters of each method. The ensemble of our eight
CNN s generates predictions after training around 5 x 10* free parameters, which is only 0.3%
of the 1.47 x 107 parameters contained in the VGG16 net. The architecture of the VGG16 net
is similar to ours, with alternating convolutional blocks and pooling layers. One of the major
differences is the number of filters in each convolutional layer; the VGG16 net uses between
64 and 512 filters in each convolutional layer, while our CNNs use only 4 filters in each layer.
Despite the handicap of relying on orders of magnitude fewer free parameters, our limited-
capacity CNNs collectively perform favorably to the VGG16 net, as can be seen in Table 4.17.
Additionally, with our CNNs, training is more straightforward, free of extensive parameter
tuning.

The full ROC curves associated with the results in Table 4.16 and Table 4.17 are also shown
in Figs. 4.14-4.18 for the five different test data sets.
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0.0 . ]
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Fig. 4.14. For the MAN?2 test data set, classification performance using the various CNNss.
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One valuable finding from the course of this study is that the individual branches of the
multi-representation CNN should not be initialized with weights learned from training in isola-
tion the analogous single-representation CNN. As can be seen in Fig. 4.19(a) and Fig. 4.19(b),
the filters that are learned for a single-representation CNN differ from those of the multi-
representation CNN branch of the same data representation. We hypothesize that using the
single-representation CNN to initialize, as was done in our earlier experiments, causes training
to get stuck in the equivalent loss-space minimum, thereby preventing gains (from the addi-
tional representations) from being realized.

. . [
B PN, N SR EERENE Hﬁ
(@) (b) ()
Fig. 4.19. For the single-representation CNN B using the magnitude image as input, (a) the
first convolutional layer’s filters. For the multi-representation CNN B, the first convolutional
layer’s filters for the (b) magnitude-image branch, (c) phase-image branch, and (d) frequency-

spectrum branch. The filters of a given subfigure use the same colorscale; green corresponds to
zZero.

Finally, Fig. 4.20 shows the intermediate responses at each layer of CNN B in the single-
representation and multi-representation forms. The drastically distinct responses arising from
the disparate input data representations are obvious.
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Fig. 4.20. Intermediate CNN layer responses for the data example in Fig. 4.13. For the single-
representation CNN B using the magnitude image as input, (a) the responses after each layer.

For the multi-representation CNN B, the responses after each layer, prior to concatenation, for
the (b) magnitude-image branch, (c) phase-image branch, and (d) frequency-spectrum branch.
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To observe the relative amounts of discriminatory information contained in each of the three
representations, we also train individual-representation CNNs using the architecture of CNN B.
The ROC curves for these cases, along with the AUC values, are shown in Figs. 4.21-4.25
for the different test data sets. In these figures, the “B (mpf)” case corresponds to the three-
representation input CNN; “£ B (m,p,f)” is the ensemble of the three single-representation
CNN cases.

It can be seen that the most information is contained in the magnitude representation, fol-
lowed by the frequency representation, and then the phase representation. This result comports
with intuition based on visual examination of the different image representations. However,
it can also be seen that training the CNN with the three representations jointly — i.e., our pro-
posed framework — is better than training the three single-representation CNNs independently
and simply averaging the individual predictions afterward. Because the jointly trained network
has all the data available, it can exploit relationships and dependencies among the represen-
tations and achieve superior performance. These results provide additional evidence that the
proposed multi-representation CNN framework is beneficial.
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Fig. 4.21. For the MAN2 test data set, classification performance using the architecture of
CNN B for different input representations indicated in the legend.
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Fig. 4.22. For the NSM1 test data set, classification performance using the architecture of
CNN B for different input representations indicated in the legend.
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Fig. 4.23. For the TIMI1 test data set, classification performance using the architecture of
CNN B for different input representations indicated in the legend.
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4.4.5. Summary

This study demonstrated the benefit of using three forms of multiple representations in the con-
text of CNNs. Taken together, these variants can produce excellent classification performance
while relying on orders of magnitude fewer free parameters. Thus, by exploiting alternative
techniques that enable us to employ CNNs with limited capacity, we effectively reduce the
amount of training data required. This result is valuable for remote-sensing applications, and
in particular underwater UXO classification tasks, where the collection of data (at sea) is pro-
hibitively costly in terms of both time and money.

But more importantly, a new CNN framework for fusing disparate data representations
has been constructed. This approach is flexible and easily extendable to any number of data
representations. As such, it provides a convenient unified classification approach capable of
exploiting high-frequency and low-frequency sonar data products, as well as information from
other sources, simultaneously.
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Chapter 5

Conclusion

5.1. SUMMARY OF CONTRIBUTIONS

The overarching objective of this project was to lay the groundwork for a classification frame-
work that could incorporate multiple data representations, from both high-frequency and low-
frequency sonar data, as well as from different sensors, in order to improve underwater UXO
remediation efforts. This goal has been achieved with the newly developed CNN architecture
in which disparate representations are fused in the penultimate dense layer of the CNN. The
success of this approach has been demonstrated on high-frequency complex-valued SAS data,
where this data was used to create magnitude imagery, phase imagery, and a frequency spec-
trum representation. The framework was also shown to perform well with multiple representa-
tions of low-frequency acoustic-color data. By relying on a CNN-based approach, the feature-
extraction process has been obviated. This marks a potential breakthrough for acoustic-color
data, for which no robust, scalable solution to the feature-extraction problem had previously
existed.

Additionally, the feasibility of leveraging related MCM data, and of using data from simi-
lar sensors, was also verified via transfer learning. The benefit of drawing on an ensemble of
predictions obtained via various forms of multiple representations — in terms of input data rep-
resentations, isometries, frequency sub-bands, aspect sub-apertures, multiple object views, and
unique CNN architectures — was also illustrated. In particular, it was shown how this approach
can greatly reduce the false alarm rate while maintaining the requisite high detection probability
that UXO remediation demands. Importantly, it was demonstrated that successful classification
could be achieved with notoriously “data-hungry” CNNs, even when only limited training data
were available, by leveraging domain expertise in the design of the networks. By using CNNs
with orders of magnitude fewer parameters than are typically used, the learned classifiers were
robust and generalized well. This finding should also translate into significant cost savings
by reducing the number and extent of expensive underwater (training) data-collection surveys
needed.

5.2. PROPOSED FOLLOW-ON WORK

We have demonstrated a proof-of-concept that CNNs using non-traditional representations of
sonar data as input can succeed at UXO classification. The feasibility of the approach has been
shown for both high-frequency and low-frequency sonar data. A framework to exploit multiple
representations simultaneously was also developed. Collectively, these components now open
a promising avenue for follow-on research.
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The main objective of the proposed follow-on work is to use the developed CNN framework
in conjunction with specially controlled experiments to learn principled, explainable features
that can be tied directly to the wave phenomena of the physics involved. The idea is to develop
a CNN classifier in which the two classes are not UXO and non-UXO, but rather whether
or not a specific object has a certain attribute. For example, one experiment would attempt
to train a CNN to determine whether an object is solid or hollow. In this case, training data
for one class would come from, say, a solid cylinder, while the training data for the other
class would come from a hollow cylinder. Importantly, all other variables, such as range and
environment, would be kept identical. As a result, any clues that the CNN uncovers must
necessarily be due to the single variable that differs (in this example, the interior). Test data
could be of the same objects, but at ranges different from that used in training. If the CNN
is able to classify the test data correctly, the features from the dense layer of the CNN would
necessarily be linked to the attribute under investigation. In the event that the physics is not
fully explainable a priori, the intermediate representations uncovered by the CNN can lend
insight and improve understanding to the wave phenomena involved. This entire process can
also be repeated using frequency sub-bands and aspect sub-apertures, so that there is potentially
an entire set of features — each with even greater specificity — linked to the attribute.

These controlled comparisons can be conducted for a series of attributes, such as object
interior (e.g., solid cylinder vs. hollow cylinder), exterior (e.g., howitzer with a collar vs. how-
itzer without a collar), material composition (e.g., steel UXO vs. aluminum UXO), diameter
(e.g., 105 mm UXO vs. 155 mm UXO), length (e.g., 2:1 aspect telephone pole section vs. 5:1
aspect telephone pole section), and burial state (e.g., object proud vs. object buried). (Valuably,
all of the aforementioned example experiments can be supported by existing TREX13 data, so
no additional data collections would be necessary.) Unique CNNs would be developed for each
attribute case. The features derived from the classifiers that can successfully distinguish the two
classes under consideration could be retained as explainable features linked to the relevant at-
tribute. When a set of multiple such features was obtained, a new larger CNN that concatenates
these controlled-comparison CNNs at the penultimate dense layer could be designed. That is,
the multi-representation framework developed in this current project would be leveraged, albeit
in a slightly different manner. The end result would be a CNN classifier in which the relative
importance, or weight, of each “explainable” feature could be examined for each prediction.

All of the above can also be explored for various CNN architectures, as well as different
or multiple data representations, to enable the use of ensembles that were shown to be so
powerful in the current project. But the end result would be that every CNN classifier prediction
that is made could be explained by a combination of well-understood features tied to specific
attributes, frequency bands, aspects, efc. Preliminary controlled-comparison experiments we
conducted suggest that this route is indeed feasible.

The same idea of controlled comparisons can also be used for two other important studies.
In the current project, we demonstrated the robustness and generalizability of the CNN-based
classifier even in the face of relatively limited data. As more data is available, performance
should continue to improve. For this reason, modeling efforts to create simulated data are
worthwhile. The controlled-comparisons approach can be used to establish when an increase
in model complexity is necessary. If the CNN cannot distinguish data from two models with
different complexity (e.g., number of ray paths [47] or finite-element-method mesh elements
[48]), it can be assumed that the simpler model is sufficient.

Underwater data collections are expensive, so the use of simulated data is an attractive
route to pursue. But one must first verify that the simulated data is indistinguishable from
real data. To this end, the controlled-comparisons approach could also help determine whether
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simulated data can be confidently used interchangeably with real data for classifier training. If
the CNN cannot distinguish simulated data (one class) from real data (the other class) under
the same environmental conditions, it is an indication that the model data has sufficient fidelity.
However, if the CNN is able to discriminate the simulated data from the real data, it is a valuable
warning that additional model development is necessary. This investigation would provide a
more rigorous quantitative answer than the qualitative (visual) assessment used in [48]. As
such, it would further efforts seeking to reach the eventual goal of confidently training on
simulated data and testing on real data.

Carefully controlling the difference between the two classes of data under examination —
whether it be object attribute, or model complexity, or data provenance — forces the resulting
CNN’s final features to necessarily be tied directly to that specific quality. For the case of
a certain object attribute, both classification and modeling efforts can be strengthened via a
symbiotic feedback loop that alternates between explanations based on rigorous physics and
the controlled CNN experiments’ features that are produced. So the proposed follow-on work
would aim not only to develop strong classifiers for guiding UXO remediation efforts, but also
to enable a deeper fundamental understanding of the physics of the problem from a principled
scientific perspective. We believe that no other extant approach offers the flexibility, power,
and promise of explainability that this CNN-based framework affords.
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