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1. Introduction 
 
The Environmental Security Technology Certification Program (ESTCP) sponsored the development and 
operation of Standardized Test Sites at Aberdeen Proving Ground (APG), Maryland, and Yuma Proving 
Ground (YPG), Arizona. The purpose of these sites is to provide a means for characterizing the 
performance of technologies under development for the detection and discrimination of Munitions and 
Explosives of Concern (MEC), which include Unexploded Ordnance (UXO) and Discarded Military 
Munitions (DMM) [1]. ESTCP Project MM-0413 implemented standardized, data-level evaluations of 
demonstration performance at the Standardized UXO Test Sites in order to support an understanding of 
the capabilities and limitations of the various UXO detection and discrimination sensors [2]. Generally 
speaking the conclusions drawn by MM-0413 were disappointing. Only a relatively small fraction of the 
survey data analyzed for that project was accurate enough to support reliable feature-based target 
classification and discrimination. Even when the target Signal to Noise Ratio (SNR) was relatively high 
the quality of the estimated target parameters was frequently relatively poor. This suggests that the 
problems are due to deficiencies in the surveys, e.g. sensor location errors. This report presents the results 
on an analysis of the effects of sensor location errors (geo-location errors) on target classification and 
discrimination performance, and provides guidance on the geo-location accuracy requirements for reliable 
target classification. 
 
Buried UXO are found with metal detectors. There are two kinds of metal detectors: magnetometers and 
electromagnetic induction (EMI) sensors. Magnetometers measure the local magnetic field. Many UXO 
are made of iron or steel. Being ferromagnetic they distort the earth's magnetic field, and magnetometers 
can be used to locate the resulting magnetic anomalies. EMI sensors use electromagnetic fields to excite 
or induce a response from nearby metal objects. 
 
Much of the material in the ground at a UXO cleanup site is clutter, not UXO. All the bits and pieces of 
metal in the ground that are not UXO are clutter – exploded ordnance fragments, range scrap and 
agricultural or industrial artifacts such as horseshoes, broken implements, etc. Since much of this clutter 
could safely be left in the ground, cleanup efficiency could be significantly improved were it possible to 
reliably distinguish or discriminate between buried UXO and clutter in the ground. Magnetometer data 
can be used to determine the location and depth of a buried object, get a rough idea of its size, and 
perhaps determine whether or not it has significant remnant magnetization [3, 4]. Although such 
information can be useful for classification and discrimination [5, 6], EMI sensors provide significantly 
more information for characterizing buried objects. Specifically, because EMI sensors can excite an 
object from different directions they can be used to obtain information relating to the shape of the object 
as well as its size [7-13]. 
 
Several projects underway within SERDP/ESTCP and elsewhere are attempting to develop sensor arrays 
configured in such a way that they can simultaneously excite the target from the full complement of 
directions. However, with currently available commercial EMI sensors, the only reliable technique for 
target characterization employs model-based inversion of data collected as the sensor is moved around 
over the target [9, 10, 12]. The data must be spatially mapped in order for the inversion procedure to 
isolate the different signal contributions that arise when the target is excited from different directions. 
Errors in the recorded locations of the sensor readings relative to each other can seriously degrade target 
characterization and discrimination performance. Absolute errors are not so important. A uniform 
absolute offset affects only the estimated target location and does not degrade the accuracy of parameter 
estimates relating to target depth, shape or orientation. 
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This report summarizes the geo-location requirements for UXO discrimination based on inversion of 
spatially mapped data. We distinguish between absolute position accuracy needed for target reacquisition 
and the relative accuracy needed to support data inversion. Section 2 briefly reviews the (absolute) geo-
location requirements for buried UXO detection and recovery. Discrimination between UXO and clutter 
using geophysical data is discussed in Section 3. Concepts and practical considerations of performing 
inversion on spatially mapped data are explained there. Section 4 covers the (relative) geo-location 
requirements for reliable inversion of spatially mapped data. We present results on the accuracy of target 
parameter estimates as functions of the accuracy of measured locations of data points and relate the 
results to the errors due to other sources of noise. The important conclusions regarding the geo-location 
requirements for UXO discrimination are summarized in Section 5. We have included selected references 
(cited at appropriate places in the text) that should serve as a useful entry point to the relevant topics. 
Much of the material in this report was presented at the SERDP/ESTCP Geo-location Workshop held in 
Annapolis, MD in June 2005. 
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2. Geo-location Requirements for Buried UXO Detection and Recovery 
 
There are two basic approaches to locating buried UXO: "mag and flag" and digital geophysical mapping. 
Historically, "mag and flag" methodology has been the standard approach used to locate buried ordnance. 
In this approach, UXO technicians walk up and down over the site, sweeping a hand-held metal detector 
from side to side. Whenever the instrument indicates the presence of a piece of metal, the technician 
places a small flag in the ground and continues on. Later, a team comes along to excavate and dispose of 
the UXO. As long as the flags remain in the ground and are not too overgrown, the recovery team knows 
pretty much where to dig. 
 
Over the last decade, digital geophysical mapping (DGM) has emerged as a superior approach in most 
situations [14-16]. The advantages of DGM that are usually cited include improved UXO detection, cost 
savings due to some clutter rejection, and a permanent record of the survey. With DGM, the sensor data 
are recorded digitally. The spatial locations of the readings are usually either (a) determined from Global 
Positioning System (GPS) data collected simultaneously with the sensor data or (b) based on interpolation 
over the tracks using a dead reckoning scheme. Geo-location systems based on ultrasonic positioning and 
automated laser surveying equipment have also been used. 
 
Figure 1 is an example of DGM. It shows mapped magnetic field data that were collected for ESTCP by 
the Naval Research Laboratory using the Multisensor Towed Array Detection System (MTADS) [15, 17] 
at the APG Standardized UXO Test Site Blind Grid. The MTADS array consists of eight total field 
magnetometers towed behind a low magnetic signature vehicle. The data are geo-located with real time 
kinematic (RTK) differential GPS using an antenna on the tow platform. The locations of possible buried 
UXO are determined by fitting a model for the expected magnetic field distortion due to a compact piece 
of iron or steel to each of the magnetic anomalies in the map. The fitting procedure uses a Levenberg-
Marquardt gradient search technique to determine the target parameters (location, depth, magnetic dipole 
strength and orientation) that minimize the mean squared error between the model and the measured data. 
 

 
 
Figure 1 – MTADS magnetometer survey of the Blind Grid at the APG Standardized UXO Test Site. 
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Efficient excavation and disposal of suspected UXO targets requires that the target locations determined 
from the mapped data be reasonably accurate. Target location errors for systems demonstrated at the APG 
and YPG Standardized UXO Test Sites typically averaged from 15 to 35 cm. Figure 2 shows a histogram 
of average target location errors for the various demonstrators based on the results reported in the 
Standardized Test Sites Project Final Report [1]. Given the nature of target excavation, the sort of 
absolute location accuracy portrayed in Figure 2 is perfectly acceptable for purposes of target detection 
and remediation. Indeed, most of the target locations were determined from the survey data to within a 
shovel's width and/or the size of the object itself. 
 
 

 
 
Figure 2 – Histogram of average target location errors for demonstrators at the APG and YPG Standardized 
UXO Test Sites. 
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3. Discrimination Between UXO and Clutter 
 
As noted in the introduction, much of the material in the ground at UXO cleanup sites is not UXO, but 
clutter – exploded ordnance fragments, range scrap and agricultural or industrial artifacts such as 
horseshoes, broken implements, etc. UXO sensors detect clutter along with buried UXO. In principal, at 
least some of this clutter could safely be left in the ground. Magnetometer data provides some information 
that is useful for distinguishing between UXO and clutter. The magnetic signature of a UXO or clutter 
item has two components: induced magnetization due to the geomagnetic field and remnant 
magnetization related to the item's history of magnetic exposure. These effects can be modeled quite 
accurately in terms of a magnetic dipole at the "center" of the object. The strength and orientation of the 
induced dipole moment are determined by the object's size, shape and orientation relative to the earth's 
magnetic field [18]. We can invert spatially mapped magnetometer data to determine the location, depth, 
and magnetic dipole strength and orientation that best characterize the target. The procedure employs a 
Levenberg-Marquardt gradient search technique to determine the target parameters that minimize the 
mean squared error between the field due to the dipole and the measured data. 
 
Dipole strength correlates well with UXO size (caliber), which can be exploited to estimate target size 
from magnetic data collected over the target. Figure 3 compares the calculated target size with the actual 
size (caliber) for a variety of ordnance items at two UXO test sites. The relationship between calculated or 
apparent target size α and dipole moment strength M used in Figure 3 is 
 
  (1) 3/1

E )B/M(=α
 
where BE is the geomagnetic field strength. The RMS spread about the diagonal in Figure 3 is ±28%. This 
reflects the uncertainty in the size estimate due to variations in the target orientation relative to the 
geomagnetic field, variations in the target length to diameter aspect ratio, and remnant magnetization. If 
remnant magnetization is not a significant factor for the UXO, then dipole moment strength and 
orientation may be compared with expected ranges of values for expected UXO at a site, providing some 
potential for classifying magnetic anomalies with respect to the likelihood that they are due to UXO rather 
than clutter [19]. 
 
 

 
 
Figure 3 – Target size from magnetic dipole fits to mapped data compared with actual UXO size. 
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Figure 4 – Basic elements of an EMI sensor. 
 
EMI sensors can provide significantly more information for characterizing buried objects than can 
magnetometers. Because EMI sensors can excite an object from different directions they can be used to 
obtain information relating to the shape of the object as well as its size and composition (electrical 
conductivity and magnetic permeability). These intrinsic properties of the target can be used with 
statistical decision rules to discriminate between UXO and clutter. Target shape is especially significant 
because most UXO are long and slender, having been designed to be shot from guns or dropped from 
aircraft and to maintain a steady trajectory. Clutter items come in an endless variety of shapes. Here, we 
will address the factors that affect our ability to estimate intrinsic target parameters, especially those 
relating to target shape, from EMI data collected above the target. Specifically, we will consider the 
effects of background noise levels and geo-location errors. 
 
The basic operation of an EMI sensor is illustrated schematically in Figure 4. An EMI sensor typically 
consists of a transmit coil and a receive coil. Current flowing in the transmit coil produces the primary 
field H0 shown in red. Changes in the primary field H0 induce eddy currents in the target, which in turn 
produce the induced field HI shown in blue. The signal S(t) is proportional to the receiver voltage V(t) 
created by a changing magnetic flux through the receive coil due to HI. The target response to the primary 
field can be represented in terms of an induced dipole moment that depends on the strength and 
orientation of the primary field at the target and on the size, shape, composition and orientation of the 
target. 
 
To a very good approximation, the target response can be represented in terms of the magnetic 
polarizability along each of its principal axes. A magnetic polarizability matrix B describes the induced 
dipole response of the target [20, 21]. For an ideal time-domain sensor (current maintained at a constant 
level I0 and then instantaneously returned to zero), the EMI signal S is represented in terms of B as 
 
 . (2) )t(AI)t(S TR00 BCC ⋅μ=
 
A completely analogous expression, connected to (2) by Fourier transform relationships, holds for 
frequency domain sensors. In equation (2) CT and CR are coil sensitivity functions for the transmit and 
receive coil, μ0 is the magnetic permeability of free space (4πx10-7 volt-sec/amp-m) and A is a scaling 
factor that depends on the number of turns in the transmit and receive coils, the receiver gain, etc. CT and 
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CR depend only on coil geometry and location relative to the target, while B depends only on what the 
target is, not where it is. 
 
The coil sensitivity functions are vectors that specify (a) the strength and orientation of the primary field 
at the target (CT) and (b) the sensitivity of the receive coil to the vector components of a magnetic dipole 
source at the target location (CR). The vector CTB describes the strength of the induced target response in 
the X, Y and Z coordinate directions. Taking the dot product with CR accounts for the relative sensitivity 
of the receive coil to each of these response components. 
 
The strength and orientation of CT and CR are sensitive functions of the location of the EMI sensor 
relative to the target. CT and CR are defined in terms of integrals around the coil involving the vector from 
the target to the coil: 
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where r0 is the location of the target and r is the location of a point on the coil. When all is said and done, 
it is the sensitivity of CT and CR to the location of the EMI sensor relative to the target that drives the geo-
location problem as it relates to target classification and discrimination. If the sensor is moving while the 
data are collected, then any dynamic response characteristics of the sensor have to be included in the 
forward model (2) for the EMI signal. This can be a significant effect of the Geonics EM61 class of 
sensors which use analog averaging of the signal [22]. 
 
As a consequence of electromagnetic reciprocity, the matrix B is symmetric. By a suitable rotation it can 
be transformed to diagonal form, so we can write 
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In terms of yaw, pitch and roll Euler angles θ, φ and ψ [23], the rotation matrix U is given by 
 

 . (6) 
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The eigenvalues β1, β2, β3 correspond to responses induced by field components aligned with each of the 
target object’s principal axes. θ, φ and ψ together define the orientations of these principal axes. In 
general, the aggregate magnitude of the βs is determined by the size of the object, while differences 
among the βs are related to the object's shape. Both dependencies are exploited for target classification 
and discrimination. Depending on sensor modality the βs are functions either of time after the primary 
field cutoff or of the frequency of the primary field; the Euler angles are not. For UXO-like objects, these 
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functions tend to have rather simple forms that can be expressed in terms of two or three parameters [10, 
24, 25]. Many different objects can have more or less the same response, depending on their orientation 
and location relative to the sensor. However, they will not respond the same for all orientations. The 
interrelationship of the βs is what allows us to distinguish between different objects of more or less the 
same size. 
 
For signatures of UXO items collected using the standard Geonics EM61, we have one large β 
corresponding to an axially excited dipole and two smaller, equal βs corresponding to transverse 
excitation, perpendicular to the long axis of the UXO item. Figure 5 shows the results of an analysis of 
first time gate data collected with a handheld EM61 sensor (EM61-HH) on a test stand over various UXO 
and clutter items in preparation of demonstration at the APG Standardized UXO Test Site. The EM61-HH 
is a handheld time domain instrument that measures the induced field at time delays of 147, 263, 414 and 
613 μsec after the transmit pulse cutoff. In Figure 5 the primary beta value (β1) for the first time gate is 
plotted along the horizontal axis. The average of the two secondary betas (β2 and β3) for the first time gate 
is plotted along the vertical axis, and the vertical line stretches between the values of the secondary betas. 
The beta values for the ordnance are as expected: the larger ordnance items have larger βs, clustered close 
to a different point for each ordnance type, and the two secondary betas are smaller and equal. The beta 
values for the clutter are scattered, with secondary beta values usually different from each other. 
 
 

 
 
Figure 5 – Beta values for various UXO and clutter items. 
 
 
Determining the βs from EMI data collected over a buried object is fairly straightforward. Referring back 
to Figure 4, as the sensor is moved around, data from different locations above the target combine the 
elements of the polarizability matrix B in different ways: the object is excited from different directions 
and the sensitivity of the receiver to the different response components charnes As it turns out, if data are 
collected over an area whose dimensions are somewhat larger than the depth of the object, then all of the 
elements in B contribute enough, and in enough different ways to the overall response that the data may 
be inverted to determine the βs. 
 
If data are collected at N locations (ri, i=1,2,…,N) over an unknown object, then we have an 
overdetermined set of N simultaneous equations with nine unknown quantities (three βs, three Euler 
angles that define the object's orientation, and the XYZ coordinates of the unknown target location r0): 
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The equations are solved in a least-squares sense simultaneously for all values of time or frequency. This 
is accomplished by using a Levenberg-Marquardt gradient search technique to determine the target 
parameters that minimize the mean squared error between the dipole response model and the measured 
data. Sensor orientation variations during data collection are accommodated by transforming the target 
location r0 and polarizability matrix B = UB0UT into appropriately aligned coordinates at each 
measurement point. 
 
Figure 6 shows examples of the dipole model fit. In these examples, data were collected using the EM61-
HH sensor on a 75 cm square 6x6 rectangular grid. The data shown in Figure 6 are from the earliest time 
gate. The top pair of plots is for data collected on a test stand, 38 cm above a 25 cm wide by 48 cm long 
piece of range scrap. The bottom pair is for data collected over a buried 81 mm mortar (depth 50 cm) at 
the APG Standardized UXO Test Site. On the left are scatter plots of dipole fit signal vs. the measured 
signal. On the right are contour plots of the model fit and the data. The 36 dots show the locations of the 
measurements. The model fit and the data contours are virtually indistinguishable. 
 
 

 
 
Figure 6 – Examples of dipole model fits to spatially mapped data collected using a Geonics EM61-HH sensor. 
 
 
Although the signal patterns in Figure 6 appear rather nondescript, they contain enough information to 
distinguish between the targets. Best fit βs for the range scrap item are β  = 4.32, 3.76 and 2.64, while 
those for the 81 mm mortar are 2.50, 1.36 and 1.30. The circumflex (^) is used to indicate that these are 
best fit values for a particular data set. We purposefully cite βs without units. As a practical matter, 
calibrated, device-independent βs are at best hard to come by. While we may be able to ascertain the 
actual coil geometry of a sensor, the driving current and the factors that combine to determine the 

ˆ
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constant A in equation (2) may be proprietary to the instrument maker. Consequently, although the 
correct physical dimensions for time domain βs are [L3T-1], we quote values in arbitrary units that are 
relevant only to this sensor. In any event, the mortar has one large and two smaller, roughly equal βs. This 
is appropriate for a cylindrical object. The range scrap has three distinct βs. On this basis, it is easy to 
decide which object is UXO and which is clutter. This is discrimination on its most basic level, and it 
does adequate service as a paradigm for the discrimination process in general. More sophisticated 
schemes incorporate the time or frequency dependence of the βs [10, 26-29], but still must contend with 
estimating the βs from spatially mapped data. 
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4. Effects of Noise and Position Errors 
 
We chose the examples shown in Figure 6 because the fits were very good. A useful measure of the 
goodness of fit is the squared correlation coefficient (ρ2) between the data and the dipole model fit to the 
data. We call this the dipole fit quality. In both cases ρ2 > 0.9999. Comparable inversion results can be 
obtained with the full scale EM61 Mk2 using a grid template. The Mk2 has ½ m by 1 m rectangular coils 
and measures the induced field at time delays of 216, 366, 660 and 1266 μsec after the transmit pulse 
cutoff. We used a 6x5 point grid template with dimensions 1 m by 1.6 m. By way of example, using a 
60mm mortar target 38 cm below the coils the data are fit very well (ρ2 = 0.9996) using the dipole 
response model, with β  = 0.196, 0.069, 0.067 for the first time gate.ˆ † 
 
These examples are for sensors used in what is commonly referred to as a cued identification mode. 
Target locations have already been determined and perhaps flagged. The sensor (and in this case grid 
template) is set up over each target location in turn and data are collected. The data are precisely located 
through the use of the grid template placed over the target. The template is marked with a pattern of 
perpendicular lines. The line intersections identify the grid points. For the EM61-HH, a sheet of 
plexiglass marked with crosshairs was attached to the bottom of the sensor head. For the Mk2, crosshair 
marks were made on the coils. Readings were taken with the sensor crosshairs aligned with the template 
grid lines, probably to within a few mm. The most successful demonstrations of UXO/clutter 
discrimination to date have used cued identification with template-gridded data: Geophex GEM-3 at 
Jefferson Proving Ground [30] and EM61-HH at the Standardized Test Site at Aberdeen Test Center [31]. 
The approach has also been used successfully at active UXO cleanup sites [32, 33]. 
 
As noted in the introduction, several projects underway in SERDP/ESTCP and elsewhere are attempting 
to develop sensor arrays for cued identification that are configured in such a way that they can 
simultaneously excite the target from the full complement of directions. Demonstrations of their utility 
and practicality are underway. For the grid template techniques in use today, an experienced crew can do 
about 25-40 targets per day. Production rates could be significantly increased if we could reliably use 
survey data for target classification and discrimination. Depending on the survey platform and whether it 
is human powered or towed by a vehicle, survey rates can easily exceed 1 hectare per day, and depending 
on the site there may be many dozens of targets per hectare. Magnetic survey data of sufficient quality to 
support target characterization is routinely achievable. However, as noted previously, the target 
information that can be extracted from magnetometer data is of rather limited utility for UXO/clutter 
discrimination. Obtaining EMI survey data that can be reliably inverted to estimate target βs is much 
more difficult. Indeed, discrimination performance using the MTADS EM61 array in the field has been 
uniformly poor relative to expectations based on results of inverting controlled measurements over 
ordnance and exploded shell fragments [34, 35]. Data collected with the MTADS system is geo-located 
using multi-antenna differential GPS combined with an inertial measurement unit to track sensor 
orientation as well as location [36, 37]. The major factors limiting performance in the field are positioning 
errors and background noise due to small metal fragments which frequently litter ordnance impact areas. 
Both of these factors can be thought of as contributing noise to the inversion process. If the locations ri of 
the sensor readings Si used to estimate the target parameters are in error, then the model (2) cannot rightly 
reproduce the data. And if it can, it will do so using target parameters that are incorrect. Similarly, if the 
sensor readings include significant contributions from sources other than the target signal, then the dipole 
model fit will be degraded.  
 
                                                      
† Recall that the βs are instrument specific and have to be re-scaled in order to permit meaningful comparison 
between sensors. 
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We have run simulations of the effect that background noise and position errors have on the inversion 
process. The simulations are based on the EM61 Mk2 data collected over a 60mm mortar. Figure 7 shows 
the effect of added white Gaussian background noise on dipole fit quality for the grid template 
configuration described at the beginning of this section. The signal to noise ratio is defined in terms of the 
peak signal (Smax) and the RMS background noise level (σN): 
 

 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
σ

=
N

maxS
log20SNR . (8) 

 
Statistically speaking, the quantity 1-ρ2 is the portion of the signal variance that is not accounted for by 
the model [38]. This is appropriate if we think in terms of how well the model reproduces the signal at a 
randomly selected location in the patch of data submitted to the inversion procedure. Hence we expect 
that √(1-ρ2) ∝ σN/Smax. The dashed line in Figure 7 shows the expected relationship between SNR and 
dipole fit quality. Factor S0 is 20 log of the proportionality constant, and is equal to about 9.2 dB in this 
example. 
 

 
 
Figure 7 – Dipole fit quality vs. target signal to noise ratio from EM61 Mk2 simulations. 
 
 
Figure 8 shows dipole fit quality vs. SNR for an EM61 demonstration at the YPG Standardized UXO Test 
Site, reproduced from Figure 10 of the MM-0413 Final Report [2]. The red curve gives the expected 
relationship between ρ2 and SNR for parameters corresponding to the survey (lane spacing ½ m with 
sample spacing ~10 cm, resulting in S0 = 12.2 dB). Although the fit quality appears to be good for high 
SNR, it is not as good as we would expect. For SNR > 37.4 dB, ρ2 should exceed 0.997. While two-thirds 
of the data have SNR > 37.4 dB, only 25% have ρ2 > 0.997. Something else besides background noise is 
degrading the quality of the dipole inversion of these data. We suspect that it is geo-location errors. 
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Figure 8 – Dipole fit quality vs. SNR for EM61 survey at YPG Standardized UXO Test Site. 
 
 
Figure 9 shows the effect of position errors on dipole fit quality for the EM61 Mk2 template configuration 
corresponding to Figure 7. In the simulation, the position errors are uncorrelated, circular Gaussian. The 
effective noise should be proportional to position error δr, and for this case the dashed line shows the 
expected relationship between dipole fit quality and position error. Clearly it does not take much geo-
location error to have a noticeable effect on dipole fit quality. 
 
 

 
 
Figure 9 – Dipole fit quality vs. position error from EM61 Mk2 simulations. 
 
Since the simultaneous equations (7) are linear in the polarizability elements, errors in estimates of the 
polarizability matrix will be proportional to the errors in the Si, with the constant of proportionality 
determined by details of the coil sensitivity functions CR and CT [10, 39]. Figure 10 shows the 
relationship between errors in the polarizabilities (βs) and the dipole fit error √(1 – ρ2). The polarizability 
(β) error is defined as 
 

 13



 

 ∑
=

⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛

β

β−β
=β

3

1i

2

i,0

i,0i
ERR ˆ

ˆˆ

3
1  (9) 

 
where the  are βs calculated using either erroneous locations for the sensor readings or noisy data, and 

 are the values of  calculated using the nominal grid positions with no added noise. For small 
dipole fit errors, the polarizability error scales linearly with fit error, as expected. The β errors are a bit 
higher for positioning error than for additive noise. This appears to be related to the fact that in the case of 
position errors, the effective noise is not uniform, but rather varies depending on the signal gradient, 
while in the case of additive noise, it is uniform. When we run simulations using nonuniform additive 
noise (σN proportional to signal strength), we reproduce the β error levels obtained using position errors. 
In either case, the errors in our estimates of the polarizabilities start to become unacceptably large for 
dipole fit errors greater than a few percent, i.e. for dipole fit quality (ρ2) less than about 0.995. 

iβ̂

i,0β̂ iβ̂

 

 
 
Figure 10 – Polarizability error vs. dipole fit error from EM61 Mk2 simulations. 
 
 
Figure 11 shows simulation results for the dependence of polarizability error on position error. The blue 
triangles are for the EM61 Mk2 template. The green circles simulate a survey with lane spacing the same 
as the template ΔX (40 cm), but with ΔY = 10 cm instead of 20 cm, and using 1.6 m of data in the along 
track (Y) direction instead of 1.0 m. The β errors are reduced by about a factor of 4. Reducing the lane 
spacing to 10 cm (red diamonds) has only a modest further effect. In the case of the surveys, we need to 
keep geo-location errors to within 3 or 4 cm RMS in order to maintain βERR within 15%. This is certainly 
within the performance specifications of good differential GPS, but can only be achieved at the sensor if 
the mapping between the GPS antenna and the sensor coils is equally good. Typically, the GPS antenna is 
mounted some distance above the coils. Since a 2º tilt causes a 3.4 cm offset at the end of a one meter 
lever, the attitude of the sensor system must be accurately measured and properly synched with the GPS. 
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Figure 11 – Beta error vs. position error from EM61 Mk2 simulations for three data densities. 
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5. Conclusion 
 
From our analysis of the effect of positioning errors on the inversion of spatially mapped geophysical data 
we conclude that centimeter-scale relative accuracy in the recorded positions of sensor readings is 
required to support reliable target classification and discrimination. We also note that noise levels need to 
be 30 dB or more less than RMS signal levels in order to realize the performance potential of accurately 
mapped data. To date, this has only been demonstrated with cued identification systems that use grid 
templates to accurately position the data readings. 
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