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Executive Summary

The research described in this report was conducted in supiBtrategic Environmental Research and De-
velopment Program (SERDP) SEED Broad Agency AnnounceniB#i), Statement of Need UXSEED-05-02,
“Innovative Approaches to Unexploded Ordnance (UXO) ClgghA SERDP SEED research and development
project UX-1446 entitled “A Unified Approach to UXO Discrimation Using the Method of Auxiliary Sources”
was proposed in response to the above BAA.

The main emphasis of this research was to explore the funatahharacteristics of the Surface Magnetic
Charge (SMC) and Standard Excitation Approach (SEA) methdten applied to UXO discrimination problems.
Both methods were derived from the Method of Auxiliary Sasg¢MAS), and thus represent the secondary
magnetic fields from a compact metallic target with a surfeaagnetic charge. The SEA and SMC are relatively
new modeling technigues for UXO discrimination. Therefome investigated some fundamental, as well as
practical, characteristics of the forward model. Theséuhe the accuracy with which the methods can model
sensor data, the speed to carry out the forward modelingthentype of discrimination algorithms amenable to
each of the forward modeling methods. For the SEA, we wamtéi@termine the ease with which the sources can
be derived for a particular target. For the SMC, we wantecdtemnine if the surface magnetic charge distribution
is a good discriminant, and, if so, what algorithm is reqaiit@ obtain a stable estimate of the magnetic charge.

Several data sets were analyzed as part of this investigadieonics EM63 data were collected on the Engi-
neer Research and Development Center (ERDC) test standksbtirg, MS by Sky Research Inc., University of
British Columbia personnel, and Cliff Morgan and MorganiéFief the U.S. Army Corps of Engineers (USACE)-
ERDC from March 16-April 11, 2006. Geophex GEM3 data weréeobdéd on the ERDC test stand in Vicksburg
MS by Sky Research Inc., and Cliff Morgan and Morgan Fielchef Y SACE-ERDC from February 2-10, 2006.
Geophex GEM3 data and Geonics EM63 data collected duringntmh of July, 2005 on the Sky Research Inc.
UXO testplot in Ashland, OR were also processed for thisqmtoj In this report, we do not estimate location
and orientation from the data. Instead, we assume that tiadidm and orientation estimates can be provided by
alternative means.
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Chapter 1

Introduction

The research described in this report was conducted in suppSERDP SEED Broad Agency Announcement,
Statement of Need UXSEED-05-02, “Innovative ApproacheldX® Cleanup.” A SERDP SEED research and
development project UX-1446 entitled “A Unified ApproacHi¥O Discrimination Using the Method of Auxil-
iary Sources” was proposed in response to the above BAA.

Several data processing techniques for geophysical sdat@yhave been developed for discriminating be-
tween UXO and non-UXO items. Current Electromagnetic Itidimc(EMI) data processing practices involve
inverting sensor data for dipole parameters, and then agpsfatistical classification techniques to the recovered
parameters. The dipole model is an attractive modelingiigcie for UXO discrimination because: (1) it is very
fast, (2) sensor data collected over UXO are nearly dipblaeiare not measuring the field at a close distance to
the target (relative to target size), and (3) the parametettse dipole model have a good physical basis and we
have an understanding of how material properties, sizeshape affect the dipole model parameters. However,
the secondary field for complex, heterogeneous targetoftéh appear non-dipolar, particularly if we are close
to the target. Figure 1.1 compares the time domain elecgaet response for a horizontal 105 mm projectile
that is aligned parallel to the y-axis. The data were measiin® above the target, using a Geonics EM63 time
domain electromagnetic sensor. Even though the data destsal 1 m from the target, there are still non-dipolar
components in the signal. If the response was truly dipalanwould expect a dipole whose axial excitation was
horizontal and the response would have symmetry with réspdmth x and y axes.

Typical EMI data processing steps are to invert sensor datdifiole parameters, and then to apply statistical
classification techniques to the recovered parameters. pélaiparameter inversion method minimizes a data
misfit function, and therefore attempts to fit both the dip@ad non-dipolar components of the signal. In the
context of a dipole inversion, the non-dipolar componerithe secondary field are essentially data noise. As
a result this data noise is propagated through the invetsipnoduce inaccuracies in the recovered parameters.
The model parameters (i.e., the position, orientation asidrization tensor components) will adjust to fit the
non-dipolar components of the data. For example, the dipoérsion applied to Figure 1.1 predicts a target with
a 5.7 degree dip in order to compensate for the non-symmetheidata.

The initial objective of this research project was to apply MAS as a modeling technique for inversion of
UXO sensor data. The inputs, or model vector, for the MAS wdnd the target size, shape, and electromagnetic
material properties. The MAS can model the non-dipolar coments of the secondary field. This suggests that the
spread of feature parameters for a MAS model would be relgtamaller than for dipole parameters. The overall
objective of the project was to develop a general inversiethwdology based on the MAS that could be used to
invert any combination and configuration of magnetic, TramsElectromagnetic Method (time domain) (TEM)
and Finite Element Method (frequency domain) (FEM) indaretilata. Specific objectives included (1) determine
the feasibility of using the MAS forward model as the basisth® inversion of total-field magnetics, TEM and
FEM induction data; (2) investigate the feasibility of ugitne MAS forward model as the basis for joint and/or
cooperative inversion of any combination of magnetic, TEM &EM induction data; and (3) determine the
discrimination capability of the physical parameters wered by our inversion for different combinations and
configurations of sensors.

Through numerous comparisons between measured datatiealalglutions, and data modeled by the MAS,
we found that the MAS is able to accurately model compact lietdbjects, such as UXO. The MAS accurately
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Figure 1.1: Results from inverting Geonics EM63 data celdover an 105 mm projectile.

modeled the EMI response over a large frequency range thextaéed to the static case (Figure 1.2, from Beran,
2005, Chapter 2). The ability to model over such a large rangée the MAS an attractive modeling technique
for joint inversion of multiple data sets. However, the cartgtional time required by the MAS to calculate sensor
data prevented us from applying the MAS for inversion pugso€£onsidering the accuracy of the MAS method,
we revised the objective of this study to evaluate the p@kot two modeling techniques derived from the MAS
approach: the Standardized Excitation Approach and thia&uMagnetic Charge approach. Although the SEA
and SMC are both surface magnetic charge distribution tquks, they represent two fundamentally different
approaches to UXO discrimination. The SEA is used as partibfary or hypothesis testing technique, and the
SMC is part of a parameter estimation/statistical clasgifio technique.

The SEA approach involves determining a set of sources tha tunction of target properties (i.e., shape,
size, conductivity, and magnetic permeability) only. Tdesurces are determined numerically through the ap-
plication of MAS combined with a Thin Skin Approximation (Aj The sources can then be forward modeled
to generate either frequency or time domain sensor dataSM@ models the field with a magnetic charge dis-
tribution on a fictitious surface that encloses the targée forward modeling is fast and, therefore, sensor data
can quickly be inverted for the charge distribution. Foraegilocation and orientation, the determination of the
charge distribution is a linear inverse problem. The sunmefdharge distribution, i.e., the total surface magnetic
charge, can be used for discrimination.

This report is organized in the following manner. ChapteoTtlines our research and development of
the SEA approach. The SEA approach involves determining afssurces that represent target parameters
that can be forward modeled to generate sensor data. Theses@an be calculated for a number of targets in
order to generate a source library. Discrimination is agdeby determining which target within the library has
the greatest likelihood of producing the anomaly. Chaptae# outlines our research into the SMC modeling
technique. The SMC approach models sensor data with thdriaeida magnetic charge distribution on a fictitious
surface that encloses the target. The forward modelingrisfast and, therefore, sensor data can be inverted for
the charge distribution. The sum of the charge distribyti@n, the total surface magnetic charge, can be used
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Figure 1.2: Modeling magnetostatic data with the Method oxkifary Sources method. A spheroid is modelled
using the Earth’s magnetic field at Yuma, Arizona. The amzdysolution for a spheroid is used. The Method of
Auxiliary Sources solution was obtained by assuming a feegy of10~6 Hz.

for discrimination. Additional work studying the iso-sphesurfaces and a single horizontal charge layer is not
presented here, as we chose to focus on the properties at#hentagnetic charge applied to spheroidal surfaces.
Chapter Four summarizes this report and suggests futuzanegsdirections.



Chapter 2

Investigation of EMI Sensing for Metallic
Objects: a Unified and Versatile
Standardized Excitation Approach in
Frequency- and Time- domain

2.1 Abstract

This chapter investigates the SEA combined with the MAS/T3KAis approach is a numerical technique for
computing the EMI response from a three-dimensional, elewgnetically heterogeneous object in both near
and far fields. The objective of the SEA is to determine a sehafacteristic sources, called the Reduced Set of
Sources (RSS), associated for each UXO. These sourcesarahdlused for fast modeling of the EMI response.
The full EMI solution is obtained by the superposition ofpesses to the spheroidal excitation modes. In this
investigation, we determine the effective spheroidal nsoolg decomposing the primary field simulated for a
loop transmitter. It is shown that the spheroidal seriestmasafely truncated at the maximum mode numbers
(M, N) = (3,8) for the sensor target geometries encountered in the UXQgmokror this study, the frequency
domain RSS has been determined for a collection of UXO itdris library of sources has been extended to time
domain data through a convolution algorithm that can userlaitrary current waveform in a TEM system. The
experiment-based results, which are in both real frequélocyain (GEM-3) and time-domain (EM63) system,
confirm its applicability to real-world sensors. As anothieistration of using a RSS-library, we have conducted
an identification test of UXO based on test stand data. Intés we demonstrate that identifying a candidate
UXO can be achieved through a straightforward pattern nivagcprocedure by identifying a best misfit value
below a threshold. We have also begun formulating the ievpreblem of determining an object location and
orientation by deriving the analytical expressions of thesitivity coefficients of the fields with respect to these
parameters. A simple example of location and orientatigarsion is presented here.

2.2 Introduction

Improved cleanup of UXO requires data processing algostfon discriminating objects of interest from clut-
ter and metallic scrap. Reliable discrimination minimizasavations and, therefore, reduces the cost and any
associated danger. Accurate modeling of EMI responseslfitoiad targets is an important component of a dis-
crimination algorithm. Several forward modeling techréguinave been proposed. The most common approach is
to approximate a target's EMI response with a point dipotevéyd model. The dipole approximation is appropri-
ate for modeling fields in the far-field regime, and has beeaessfully employed in UXO discrimination (Geng

et al., 1999; Gao et al., 2000; Carin et al., 2001; Miller et2001; Zhang et al., 2003; Pasion and Oldenburg,
2001). However, the near field EMI response often contaimsdipolar components. In particular, the EMI
response near a heterogeneous UXO (consisting of multjfferent sections such as head, body, tail and fins,
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and rotation copper band) depend strongly on which partseobbject are closer to the sensor and on the degree
of coupling between different parts. In such a case the tavgald be poorly modeled with a point dipole. The
importance of interaction effects when simulating targsfponses was investigated in Shubitidze et al. (2003);
Shubitidze, O’Neill, Shamatava, Sun and Paulsen (2004)bidze, O’Neill, Sun and Shamatava (2004). One
technique that explicitly models a target’s shape, volugM properties in modeling procedures of representative
techniques is the MAS (Shubitidze et al., 2002; Shubiti@?8leill, Sun and Paulsen, 2004), later improved with
the incorporation of the TSA (Sun et al., 2002, 2004). TheridyMAS/TSA technique (Shubitidze, O'Neill,
Sun, Shamatava and Paulsen, 2004) does not need fine mestiizhigion within a target or on its surface, as
stressed in the other numerical schemes like the Surfacedamze Boundary Condition (SIBC)-based three di-
mensional Methods of Moments (MoM) (Sebak et al., 1991) &edinite difference and finite element methods
(FDM/FEM) when dealing with the situation of very small skiapth. These mesh-dependent techniques can be
slow and even inaccurate, thus making them impracticalindbntext. In contrast, the MAS/TSA technique has
demonstrated an ability to accurately solve the Three-dgiomal (3D) full EMI response for a highly conducting
and/or ferrous object in a relatively short time.

A class of SEA (Braunisch et al., 2001; Ao et al., 2002; Bas@wal., 2004; Chen et al., 2004; Sun et al.,
2005; Shubitidze et al., 2005b) has been recently propaseyrnthesize the full EMI solutions by the superpo-
sition of responses to the fundamental excitation modegottantly, these responses are unique for each UXO
and can be stored as a library that is used to rapidly procveedmplete EMI solutions for any location and
orientation of the target. Chen et al. (2004) and Sun et @D%P applied the SEA to UXO discrimination by a
pattern matching scheme using the library for some UXO. &irtpproach, an inverse problem was solved in
which a source library is determined from high quality semsda collected over each candidate UXO at different
distances and orientations. The accuracy, reliabilitg fiaaquency band of the established library is limited by
the measurement noise and numerical errors arising fronmtiggent ill-conditioning of the problem. Shubitidze
et al. (2005b) presented an alternative way to implemenst& based on the hybrid MAS/TSA technique. In
this scheme, the modal response coefficients (or RSS) driodisd on a fictitious spheroid enclosing an object.
The RSS is determined by employing a physically completearigal simulation of an object’s response to each
fundamental mode. Determining the RSS using simulatidogvalus to avoid the non-uniqueness and ill-posed
nature of fitting noisy sensor data. In principle, the RSShmnobtained very accurately for any excitation mode.

Our study of the SEA involves three major issues. First,khiswn that the spheroidal approach theoretically
involves an infinite series of fundamental spheroid modesyathesizing fields. However it has to be truncated
in practice. The determination of the effective spheroidie®in fact is fundamental for achieving computational
efficiency while maintaining accuracy. We study this isssma simulated primary fields from loop transmitters
with geometries typical for UXO surveys. Second, we illastrthat the modal response coefficients of a target
can be used to accurately model both frequency and time doseaisor data by presenting the tests against the
measurements collected by a GEM-3, a wideband frequeneaifosensor developed by Geophex Ltd., and
EMB63, a time-domain instrument developed by Geonics LteésEhests are used to demonstrate the capability of
the MAS/TSA-based spheroidal approach as a unified EMI nirmglébol in both frequency and time domain. A
convolution algorithm is used to model the time domain respdrom an arbitrary transmitter waveform. Third,
we have started to build a RSS-library for several UXO dtiligthe MAS/TSA-based SEA. To demonstrate
the use of a RSS-library at this stage, we apply a straightfal pattern matching procedure to carry out the
identification tests of UXO by inspecting a minimum misfitwalbetween the measured and calculated patterns
of secondary fields.

2.3 The Standardized Excitation Approach Method

This section briefly describes the standardized (sphdjo@itation approach detailed in Shubitidze et al.
(2005b).

2.3.1 Decomposing a Primary Field

Under the quasi-magnetostatic approximation, a magneti¢ fiutside of an object is irrotational. It follows
that the corresponding scalar magnetic potential satigfeekaplace equation and can be expanded in a Fourier-
Legendre series (Arfken, 1995) in a prolate spheroidaldioates. The prolate spheroid is chosen since it can



Figure 2.1: The prolate spheroidal coordinate systeng, ¢) with major and minor semi-axes efandb, the
interfocal distance of = 2v/a? — b2, and{ = &, = 2a/d.

conform to an elongated body of revolution, a typical geagnet UXO. Let us denotén, &, ¢) as the standard
prolate spheroidal coordinates witht <7 < 1,1 < ¢ < o0, 0 < ¢ < 27 and the inter-focal distance af as
shown in Figure 2.1. On a fictitious sphergid= £, surrounding an object, a primary potential fielé can be
expressed as:

Hod M N 1
U060, 0) = == D D Z bpmn P () P (€) Ty (), (2.1)

m=0n=m p

where P} are associated Legendre functions of the first kind with elegrand orderm (Arfken, 1995), and
Tpm (@) is cos(m¢) for p = 0 and issin(me) for p = 1, by, the spheroidal expansion coefficients. Eq. (2.1) isa
decomposition of a primary magnetic potential into a nundféundamental excitationB. () P (§) Tpm (¢) =

bn (11, €0, #) With the maximum numbers af/ and N, being infinity in theory. Taking a gradient operation
of Eq. (2.1), one namely obtains the decomposition of thengry magnetic field*. Its normal component
H{"(n,€, ¢) on the spheroid can be written as

HE' (0.6, 0) = ==~ STSTS T b P 0) P (E) T () (2.2)

where P/ is the first-order derivative of the associated Legendretfan with respect t, k¢ is the metrical
coefficient. By the orthogonality of the associated Legeridnctions, the spheroidal expansion coefficiépts,
can be derived as

B 2n+1 (n—m) [+ _ o
by = ~ e ey | PRhe [T (160,00 T (0ot @3)

wherey = 2 form = p = 0 andy = 1 otherwise. The integration in (2.3) is evaluated by a nucaérmtegration.
This completes the decomposition of a primary field quaniitgler quasi-static approximation.
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Figure 2.2: MAS/TSA-based SEA. Reduced set of sougt8s' distributed along rings on the spheroid surface
and the auxiliary source@;,™" distributed on an internal auxiliary surface of a cylindiee-object. Both induced
sources are the response to fundamental excitation fi¢ffJs and produce the same scattered figlfj,,, outside

of the object.

2.3.2 Synthesizing the Secondary Fields

We are interested in dealing with a Body of Revolution (BORjtthas rotational symmetry about thexis of a
Cartesian coordinate in Figure 2.1. The symmetry propempfies that the primary fields behave in a azimuthal
dependence d&f,,,,(¢) as a Fourier series (as seen in Egs. (2.1) and (2.2), and garpazimuthal mode in the
series is orthogonal. As a result, the secondary fields aksepve this angular dependence and can be expressed
similarly in a Fourier series (Andreasen, 1965). Let us merghe object’s response to each unit excitalifiy,,,
orypr.,.- We can introduce the equivalent induced magnetic chaiig&gbdted along théth ring on the fictitious

(or inside) spheroidal surface in light of the rotationainsyetry in Fig. 2.2. The secondary fieldl;.(r) due to

an object can be written as a linear superposition of thectibjeesponse for eaghmn excitation mode (Chen

et al., 2004; Sun et al., 2005), i.e.,

Z Z prmn qumnG r, I‘ (2.4)

m=0n=m p=0

wherer is the position vector of an observation point outside ofdhgect (the spheroid), the is the position

vector of theg?™" along thei'” ring, andG (r,r}) is the modal Green’s function for the magnetic field and is
given by
S @5)
T mpg Joo -1 |3pl P ’ '

wherep; is the radius of thé'” ring. The modal Green’s function can be understood phygieal the vectorial
field radiated by a unit scalar ring source harmonically waryn strength along the ring. By decomposing the
primary fields in spheroidal coordinates, we solve the sdaty problem on a mode-by-mode basis and then
synthesize the scattered field by applying the superpagitimciple, as indicated in Eq. (2.4).

The pattern of the scattered field depends on intrinsichates of the scattering object (i.e., an object’s
geometry and physics), as well as extrinsic attributes efdbject, such as object location, orientation and an
excitation field. One way to look at UXO discrimination is apm@cedure in which we try to separate the
intrinsic and extrinsic attributes. From Egs. (2.3) and)2extrinsic attributes are characterized by the sphatoid
expansion coefficients,,,,, and intrinsic attributes are characterized by the modalaese amplitudeg?”".

This is the essence of the SEA. Therefore once such respomséuwmles are found for an object, they can be
stored in a library for subsequent rapid computation of #sponse required in a prospective survey.



2.3.3 Solving for the Modal Response Coefficients: Reducedt3# Sources

Equation (2.4) suggests that a straightforward way to deéter the RSS is to form an inverse problem and solve
¢’™" for each mode corresponding to each ring, from the measwted dhe success of this procedure would
require numerous independent measurements of an objelsysicplly reduce the degree of ill-posedness which
can degrade the solution. Recently, Sun et al. (2005) apglieh a data-derived approach to extracting the
modal response coefficients for each candidate by carafalligning the measurements at different distances and
orientations. However, the accuracy and reliability of thedel parameters determined in this way is dependent
on the measurement noise and numerical errors arising freninberent ill-conditioning of the problem. In
addition, a library generated using this approach is lichitethe bandwidth of the sensor.

Shubitidze et al. (2005b) proposed a procedure in which B8 &e determined by employing a numerical
simulation of an object’s response to each fundamentatasian mode. For a unit excitatiopy;,,, (Fig. 2.2), the
scattered potential field outside the target is irrotatiana can be written as

o E g™ g(r,r}) (2.6)
where
1 1
= — 2.7
g(r7rL) 47_[_ |r_r/i|? ( )

is the potential at the observation point produced by thig ring source at; on the spheroid surface where the
¢?™" are located. Eq. (2.6) assumes that the figl,,, (r) can be quite accurately expressed for observation
points outside an enclosing fictitious spheroid usjig”. For a given candidate target, the MAS can be used
to compute the scattered fields. As an example, let us carsidgindrical object enclosed by a spheroid (Fig-
ure 2.2). The MAS distributes a set of auxiliary charge witipéitudes ofQ}"", k = 1,--- , N, corresponding

to unit excitation mode, on an auxiliary surface inside tegtering object. These auxiliary sources are obtained
by enforcing the EM boundary conditions on the physicalaeefand these sources are responsible for the exter-
nal fields (Shubitidze et al., 2002; Shubitidze, O’'Neill,nSand Paulsen, 2004). Thus with the known auxiliary
charges)}™", the scattered potential field for the:n mode can be written as

pm n Z me” I‘ rk (28)

wherer) is the position vector of théth auxiliary magnetic charg€);™", located inside the object. The
MAS (Shubitidze et al., 2002; Shubitidze, O'Neill, Sun anauRen, 2004) is used to produce the synthetic
observed scattered potentials on the right-hand-side ofZ8). The modal response coefficients for each mode
pmn can be solved via a linear system of equatiolig = + , whereA is J x N, a matrix whosejith el-
ements given by Eq. (2.7), angl = [¢}™", 5™, - ,q{(fm”]T, a N,-dimensional column model vector and

Y o= [P35 (1), 55, (r2), -+ 55, (ry),]7, a J-dimensional column data vector. Note that the modal re-
sponse coefficients are collectively callededucedset of sources because its number is substantially less than
the number of the auxiliary sourcég™" required in the MAS (Shubitidze et al., 2005b).

This model-based approach has the advantage over dath-#ggeaches, because the corresponding in-
verse problem is more well-posed and the RSS can be moreagéelyuobtained for any excitation mode and in
an ultra-wide band with noise-free synthetic observed.data

2.4 Determination of Effective Spheroidal Modes

As described in section 2.3, the expressions (2.1) and {@&. #)e primary and secondary fields involve infinitely
many terms in theory. In practice, it has to be truncated dwngutational efficiency. Therefore, to implement
the SEA it is important to find the suitable maximum mode numikieand N that can be used to accurately
represent fields. This can be done sufficiently by examinirggdecomposition of primary fields; modes that
have a negligible contribution to the primary field will haaenegligible effect on the secondary fields. Mode
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Figure 2.3: Sensing of a BOR-like object.

truncation requires correct determination of the corragpm spheroidal expansion coefficiemis,,, for each
possible mode. In this investigation, we chose to decompao#erm and non-uniform fields from a simulated
GEM-3.

2.4.1 Uniform Primary Field

Let us consider a uniform illuminating fieH = Z and decompose the field on a spheroid with semi-major and
-minor axes ofx = 11 cm andb = 5 cm. The orientation of the spheroid is described by the attiai@and polar
angles(«, #), as shown in Fig. 2.3. Due to rotational symmetry, we castithte the mode expansion to represent
Hé“ along a generating arc defined by an arbitrarily chosen spharazimuthal coordinate ef = 7 /4.

Fig. 2.4 shows the comparison between the exact values add m@ansions. Whef, §) = (0°,0°) ,
i.e., the rotational axis of the spheroid is parallel to tireation of the uniform primary field, only one mode
(0,0,1) is necessary to exactly represent the field as shown in F¢a)2and the use of extra termis 1,1) in
Fig. 2.4(b) or even higher (not shown here) has no contobutb this decomposition where the valuesgf,,
are all identically zero. When the spheroid is oriente¢dind) = (0°,45°), the two modeg0, 0, 1) and (0, 1,1)
are needed to exactly synthesize the fiHIp‘. In this case, the primary field equivalently is decomposed i
the axial and transverse excitations in the body coordiggséem. The field behaves like a two-dipole model.
For the spheroid oriented horizontally alongaxis, i.e,(a, ) = (0°,90°), this is a configuration of transverse
excitation. Correspondingly, we see that in Figs. 2.4(@) @) the contribution is exactly zero from the mode
(0,0,1) and only the mod€0, 1, 1) plays a role in the decomposition. The primary field mo¢g$, 1) and
(0,1, 1) correspond to axial ang-transverse excitations, respectively. Similarly, thedm@l, 1, 1) corresponds
to y-transverse excitation.

With a uniform field, we examine its decomposition on the sptikoriented in different angles, The exam-
ples are simple but provide some physical insight into thelenexpansion and serve to check the stability and
correctness of the algorithm to determine thg,,.
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Figure 2.5: Spheroidal expansion of a non-uniform field f@EM-3 transmitter on the spheroid with semi-major
and minor axes = 11 cm andb = 5 cm. The vertical distance between the transmitter and theecef the
spheroid is 29.2 cm. The orientation of the spheroid i9(&)0°, (b) § = 45°, and (c)d = 90°.

2.4.2 Non-uniform Primary Field

We now consider the expansion of a spatially non-unifornd filgbduced by a simulated GEM-3 instrument. The
GEM-3 consists of two concentric circular transmitter saibnnected in series but with opposite current-flow
direction. By properly choosing the radius of the two coitelahe number of turns of the coils the primary
magnetic flux vanishes in the receiver loop. Therefore, thallsreceiving coil placed within this magnetic cavity
senses only the secondary signal returned from the eartheartly metallic objects.

In the first case, we consider an example where the vertistdmie between the transmitter loops and the
center of the spheroid is 29.2 cm. Their centers are aligmélde same vertical line. Fig. 2.5 presents the mode
decomposition for the spheroid oriented in the three difieépolar angles. More terms for the non-uniform field
are necessary to accurately express the field than the gabe imiform field. For the vertically oriented spheroid
(6 = 0°), the accurate expansion requirfed, N) = (0,3). For the spheroid oriented in other two directions
(6 = 45%),(6 = 90°), we need the maximum numbgl/, N) = (1,6) and(M, N) = (4,8) to almost identically
represent the field, respectively. For the transverse taseglative error is aroun@33% when(M, N) = (3, 8).

When the vertical distance between the loop and the centeeaftheroid is reduced to 17 cm (thereby being
the same scale as the outer loop), the degree of non-untfoisrincreased. We see in Fig. 2.6 that more modes
in this near field case are required to properly represemahneuniformity of the near field pattern produced by
the GEM-3 transmitter. For a transverse excitation, thétmgized fields witliA/, N') = (5, 8) are identical with
the modeled transmit field and the relative error is arowdd% when (M, N) = (3,8). The results show that
more N modes are necessary to represent a non-uniform field, edlgdor a transverse-like excitation. In the
following application, we truncated the series in the abegeations atM, N) = (3, 8).
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Figure 2.6: Spheroidal expansion of a non-uniform field f@EM-3 transmitter on the spheroid with semi-major
and minor axes = 11 cm andb = 5 cm. The vertical distance between the transmitter and theecef the
spheroid is 17 cm. The orientation of the spheroid ig(a) 0°, (b) 6 = 45°, and (c)? = 90°.

2.5 An Example of SEA Modeling

Once the surface sources are available for an interestgettdne SEA modeling of the EMI response involves
determining the spheroidal modal expansion coefficigpts, for the excitation due to a target-sensor configura-
tion. We demonstrate this by modeling the RSS for a solid stdmder with length of . = 30.48 cm and the
diameter ofd = 7.5 cm. The aspect ratio i5/d = 4.06.

We consider data from a GEM3 frequency-domain sensor metunéad by Geophex Ltd., and time-domain

data collected using the Geonics Ltd. EM63. The GEM3 dat&welected at the Sky Research Test Plot and
the EM63 data were collected on the ERDC test stand.

2.5.1 Frequency-domain Response

In the frequency-domain measurements, the cylinder waseeiitansversely and axially. For both transverse and
axial excitations, the vertical distance between the searst the center of the cylinder kls= 42.75 cm andh =
45.24 cm, respectively. Figs. 2.7(a) and (b) show the comparisiwden the measured and modeled data with
frequency range of 90 Hz to 45 kHz for both excitations. Th&&tbdeling was very successful in modeling the
measured EMI responses. The features of these respondemctmthe previous studies (Shubitidze et al., 2002;
Shubitidze, O’Neill, Sun and Paulsen, 2004). The crossfreguencies remain essentially fixed in Figs. 2.7(a)
and (b). But the quadrature peak in the transverse exaitatidfts to higher frequency, as compared to that in
the axial excitation. In addition, by observing the quadiratpeak frequencief and f,, in transverse and axial

excitation, we can estimate the aspect ratiq/a%/ f, = 1/1470/90 ~ 4.04, being quite close to the actual value
of 4.06.
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Figure 2.7: Frequency-domain response from GEM-& the distance between the center of the cylindet(
30.48 cm,d = 7.5 cm) and the center of the GEM-3 receiver.

2.5.2 Transient EM Responses

We used a three step approach to modeling the TEM resporjsel€lilate the response in the frequency domain,
(2) use a Fourier transform to convert the frequency donesiponse to a time domain response and, (3) convolve
the impulse response with the transmitter waveform.

The step-off and impulse responses in the time domain candleated by applying the digital filter tech-
nigue (Anderson, 1982) to the inverse cosine and sine wemgfNewman et al., 1986) as follows

A(t) = —2/ ImB(w)% cos wtdw, (2.9)
0

™
whereA(t) represents a step-off response corresponding to a madinetiB(w) in frequency domain and

Al(t) = g/ ImB(w) sin wtdw, (2.10)
™ Jo
wherelm B(w) represents an imaginary part of the magnetic flux and theeiriglicates a derivative with respect
to timet.
By using the convolution theorem (Arfken, 1995), the voltaig the time-domain is

%it) = —/0 A'(t —7)I'(1)dr — A(0)I'(t) — A’ (¢)I(0). (2.11)

This equation represents the response of a system to a fenperafunction(¢) in terms of the response to a
unit step function or delta function. The integration in E2.11) is numerically evaluated.

The transmitter waveform of the EM63 consists of an expdakorrent increase followed by a linear ramp
off. The cylinder was oriented at polar anglesdof 0°,45°,90°. For each of the three excitations, the vertical
distances between the sensor and the center of the cylineler-a 60.00 cm. Because we obtained the RSS in
a wide frequency range, the transient responses were mddiycan inverse Fourier transform of the associated
frequency-domain signal using the above formulas. The emisgn in Figs. 2.8(a) - (¢) shows that the measured
and modeled TEM responses agree well for these measured data

2.6 Development of a Reduced Source Library

Once we determined that the SEA would be successful in naglélie sensor response, we established an RSS-
library for 9 candidate UXO, as listed in Table 2.1 and Fig.Z hese items include UXO from the Aberdeen Test
Center (ATC) UXO test set and items provided to us by the Muatarmy National Guard (MTANG). The targets
represent a mix of different sized ordnance with differeiatenial compositions (steel, aluminum, copper), and
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Figure 2.8: Transient response for the same solid steeldsliin Fig. 2.7. For each measurement the cylinder is
60 cm from the measurement loop.

include projectiles, submunitions and mortars. Withirs tiairget set, UXO (i.e. a 2.75 inch rocket (labeled C7)
and an 81 mm mortar (C8)) consisting of steel and aluminuricsecwould be challenging to model accurately
in the near field with a single dipole model.

Candidate No.| Reference| Material Total length (mm)
C1 M55 20 mm steel with thin cooper band 75
C2 M42 40 mm hollow steel 62
C3 M385 40 mm aluminium 75
C4 M86 57 mm projectile, thin cooper band near base 170
C5 M49A3 60 mm steel 130
C6 Montana | 76 mm steel, Armor Piercing with Tracer (APT) 220
C7 M230 2.75" rocket, aluminium nose, steel body 400
C8 M374 81 mm steel body, aluminium nose and tail 460
(01°] Montana | 90 mm projectile, Target Practice with Tracer (TP[T) 250

Table 2.1: RSS-library targets

Each target was photographed and digitized, such that edolamce could be modeled as a body of revolu-
tion using the MAS. Each section of the target was repreddntea cylinder. Target C7 and C8 were represented
with 4 and 5 cylindrical sections, respectively. The conidity and magnetic permeability of each section were
determined by fitting data from a GEM-3 sensor collected atS3ky Research Test plot in Ashland, July 2005
(Figure 2.10). Each target was place horizontally bendwtGEM-3 sensor, and the frequency domain response
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(b) C2: M42 Submunition (c) C3: 40 mm M385

(d) C4: 57mm M86 (e) C5: 60 mm M49A3 () C6: 76 mm from Montana Army National
Guard

(g) C7: 2.75 inch Rocket, M230 (h) C8: 81 mm M374 (i) C9: 90 mm from Montana Army National
Guard

Figure 2.9: Items for which RSS were computed.
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Figure 2.10: Apparatus for acquiring data for determinimg RSS.

was measured at operating frequencies of 90, 450, 930, Z%1M@, 10050, 15450, 23010, 32010, and 44010
Hz. Although data were collected along a line over the tasly the frequency spectra measured directly over
the center of the target was used for the fitting. Fitting ¢héata was achieved through "trial and error”. The
off-center data were used as a check to determine the ditjtalbithe selected permeability and susceptibility for
modeling. Clearly, this procedure needs to be refined torergeater accuracy and repeatability.

The RSS library was built using three different sizes of spitks witha = 11.0 cm, b = 5.0 cm for small
objects,a = 22.0 cm, b = 7.5 cm for medium ones, and = 30.0 cm, b = 7.5 cm for the largest items. On
the surface of these spheroids, 12 rings of charge were USed.et al. (2005) used 6 rings in their analysis.
Figures 2.11 and 2.12 contain the RSS models as a functioangth along the spheroidal coordinatefor
targets C3 (40 mm aluminum submution) and C5 (60 mm steelambaddy) respectively.

Figure 2.13 compares the response of an 40 mm (C3) predisird the RSS as depicted in Figure 2.11
assuming a GEMS3 sensor, with data collected on the ERDCttsd sThe target depth was 30 cm from the plane
on which the GEM3 head moves. This target represents thesmagthtforward object from our library to model.

It does not contain a number of different sections and is magnetic. The plan view images of Figure 2.13(a)
and (b) show the real and imaginary parts for 3 of the 10 freqgies. The line plot at the bottom of each panel
plots the frequency response measured and modeled diadzilye the center of the target (ieX,Y) = (0,0).
This target response was very accurately modeled using$igeffom our library.

Figure 2.14 compares the response of an 81 mm (C8) modelbdheatRSS and GEM3 sensor data. The
target depth was 50 cm from the plane on which the GEM3 moues.t@rget represents a much more challenging
item to model. The ATC 81 mm contained several differentisast both ferrous and non-ferrous.

The crossover of the real and imaginary parts is slightifedéint between measured response and modeled
response. However, as is seen in the plan data, at the higbdower frequencies the plan view images, and
therefore the data, match closely. The slight inaccuracthefcrossover suggests more care should be made
when calculating the RSS for the larger, more complex targBegardless, the comparison between predicted
and measured data is quite good, and we proceed with tessiagndination using our RSS library.
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2.7 UXO ldentification Tests

The above examples illustrate the applicability of the MRSA-based SEA for the fast and accurate EMI mod-
eling. This modeling technique is readily inserted into §fnprinting” or template matching type discrimina-
tion/classification algorithms. The objective of our teatplmatching analysis is to determine, from a lisf\6f
targets, the target that is most likely to have generatetiserved data°Ps. Each target in our list is charac-
terized by its RSS, which is represented by the veptof~or each RSS in our library, we determine the location
r; and orientation angle® and¢;, at which we can best fit the observed dde®s by obtaining the maximum
likelihood solution. The data predicted by this recover&wm,df"ed = F[r;,0;, i, p;] = F|m,], is referred

to as the template for targétThe target templatdfre‘i most similar to the observed dad&bs is selected as the
most likely target.

There are a number of measures that compare the target tespligh the observed data. Intuitively, these
include measures of maximum correlation or minimum errdrer€ are also several ways with which to define
the minimum error. Riggs et al. (2001) outline the derivatad the minimum least squares from a generalized
likelihood ratio test (GLRT) with Gaussian data statistithe likelihood ratio test for two targets

P (dobs|P1) o785t p (p2) (Co1 — Cu1) _ .
P (dobs|P2) target2 P (P1) (Cra — Ca2)

(2.12)

whereC;; is the cost of classifying the target @s when the target ip;, andp (p;) is the prior probability

for the i** class. The GLRT is obtained by substituting the maximumliliked estimate into equation 2.12.

If we consider two targets with equal prior probability obducing the anomaly, and assuming that an incorrect
classification produces the same cost, then 1. By taking the logarithm of the resulting expression, olgisien
criterion is to simply select the target that has the smidiast squares error:

—1/2 obs 2 targetl —1/2 obs 2
|V, /7 (d°P — F[r1,01, ¢1,p1]) || mfm [V, /7 (d°P — F[ra, 02, ¢2, p2)]) | (2.13)

wherer; is the position, and;, andg; are the orientation angles that produces the best fit to therebd data for
the modelp;. For multiple candidate targets we simply choose the tamgatsmallest least squares misfit.

Application of the above algorithm to survey data requirstalelishing two thresholds. First, a minimum
level of data quality must be established, since our confie@midentifying the correct target decreases as the data
quality degrades. For data sets acquired with the sameysparameters (such as station density) for the entire
data set, the critical measure of data quality is the signabise ratio (SNR). A second threshold is a maximum
misfit at which an anomaly can be labeled as a target withitilo@ry. Since the ability to distinguish differences
between the observed data and the template data will depetigeoquality of data, the minimum correlation
threshold will also be dependent on the Signal-to-NoiséoR&NR) ratio of the target. These thresholds can be
established with training data or, if the survey noise caadmirately modeled, through simulations.

2.7.1 A simple discrimination example using a single soundg

For a first test, we consider a very simplified example. Fartist we use the 9 candidate patterns of the scattered
fields measured at different levels ranging from 15 cm to 3CGabave the objects, being positioned at (0, 0, 0)
cm and oriented afo, 6) = (0°,90°). This example does not represent a realistic discrimingst, but rather
serves as a simple test of the variations in soundings teagemerated by the different members of the library
and illustrates the basic idea of the pattern matching. Teonsistent with Sun et al. (2005), we characterize the
difference between the trial and candidate patterns wétiaghowing misfit function
H S aOi — H, i )Ci
F(Ci,Cy) = >t [Hobs(f, Ci) — Husar(f, C)| (2.14)
Zf ‘Hobs(fv Cv)|

where H,s(f, C;) are the measured candidate pattern of the scattered figldmknown candidate’; to be
identified, andHi.1(f, C;) are the trial pattern of the secondary fields for UXQ on the basis of the RSS-
library.

Given a candidate pattern, for instance, we can quickly goartrial patterns with it and produce the misfit
values as shown in Fig. 2.15. It can be observed that the mmimisfit value occurs for candidate C4. In fact
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Figure 2.15: Misfit values for a trial identification test.

the value ofF'(C;, Cy) is only 2.2%; this is far smaller than other misfit values B{C;, C;), j # 4. Assuming

an error threshold of0%, we are able to identify this unknown object as UXO C4 coroesling to the given
candidate pattern. This identification result is confirmgdiBually inspecting the patterns of the secondary fields
between the calculated and the candidate in Fig. 2.16.

In another trial test, we sweep the other candidate patnguhe same RSS-library. The misfit values are
presented in Fig. 2.17. Again, one can readily locate a miminaalue ofF'(C;, Cs) , being3.4% below the error
threshold value. The other values®B{C;, C;), j # 8 are much larger. Based on this, we can make a decision to
identify this unknown object as UXO C8. Fig. 2.18 illustmtbat UXO C8 is the only item with a good match
between the trial and the measured data.
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Figure 2.17: Misfit values for another trial identificatiast.

25



Hz (ppm)

Hz (ppm)

Hz (ppm)

1500 2000
1000 1000
500 = 0
£
Q.
0 - £ -1000
N
T
-500 —-2000
-1000 Measured -3000 _- - Measured
SEA EA
~1500 0 1 2 3 4 5 —4000 0 1 2 3 4 5
10 10 10 10 10 10 10 10 10 10 10 10
Frequency (Hz) Frequency (Hz)
(a) C1: 20 mm M55 (b) C2: M42 Submunition
6000 2000
4000 .’
_-==_7 1000
2000 - RENNS
T 0
0 7//'< é
2000 y & -1000
~4000 ,/
6000 L7 Measured 2000
e SEA
8000 0 1 2 3 4 5 -3000 0 1 2 3 4 5
10 10 10 10 10 10 10 10 10 10 10 10
Frequency (Hz) Frequency (Hz)
(d) C4: 57mm M86 (e) C5: 60 mm M49A3
x 10"
2
.7 1500
7 -
1 - ~ < 1 1000
- /7SO _
/7 500 -z
0 — G 1 ~ ~
’ £ 0
/ =
_1 1 -
// N 500
7 -1000
-2 / M 4|1
, easure ~1500 , Measured
e - — —SEA SEA
-3 -2000
10° 100 10° 10° 10" 10° 10° 100 100 10° 10° 10°
Frequency (Hz) Frequency (Hz)

(9) C7: 2.75 inch Rocket, M230

(h) C8: 81 mm M374

3000

2000

1000

Hz (ppm)

-1000

Measured
EA

—-2000 5
10

1500

1

10 °

10° 10 10
Frequency (Hz)

(c) C3: 40 mm M385

10°

1000

500

0

Hz (ppm)

-500

-1000

-1500 5
10

10° 10° 10

Frequency (Hz)

5

10 10

(f) C6: 76 mm from Montana Army National

Guard

2000

1000

Hz (ppm)

-1000

-2000

—-3000

Measured
SEA

10°

10° 10° 10" 10°

Frequency (Hz)

10"

(i) C9: 90 mm from Montana Army National

Guard

Figure 2.18: Pattern matching tests. UXO C8 identified
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2.7.2 A discrimination example using GEM3 data collected on ta ERDC Test Stand

The example presented in the previous section is not real@hce location and orientation are not generally
known prior to processing data. Althoughpriori information on position and orientation can sometimes be
obtained from prior surveys, often the information is inaate. The initial plan was to implement the same
library based identification techniques as in Pasion e28D§). In that approach, a library of polarization tensors
was created from time domain electromagnetic data colleotea test stand. For each target in our library a
non-linear inverse problem was solved for the position aghtation that minimized the least-squares difference
between the observed data anomaly and the data predictecefroh target. Our code for inverting for location
and orientation is being developed and is not mature enougmplement the non-linear inversion approach.
On the other hand, our initially optimized RSS forward mauagkode is able to rapidly yield the response with
around2.86 seconds per sounding of 13 frequencies. Therefore, weajgsela template matching technique to
determine depth and orientation by searching a library td gee-modeled at several depths and dip angles and
used image registration to find the location and azimutheaafjthe target. The main objective of implementing
this style of template matching is to determine if it is pb#sito identify targets using an RSS library with@ut
priori information. We emphasize that we do not claim the algorifitesented here is the best choice for target
identification, and we plan to implement the non-linear isegproblem approach in Pasion et al. (2006) at a later
date.

The first step of the algorithm is to generate a library of UX&ponses. The generation of a library of
UXO responses meant that all the forward modeling using B8 Bnly needed to be performed once, thereby
increasing the speed of the analysis. Target responsdsifias C1 to C9 were calculated for target distances from
the GEM3 sensor head varying, at 10 cm intervals, from 20 c8Dtom. At each depth the target was measured
at dip angles from 0 degrees (horizontal) to 90 degreesi¢artat 15 degree intervals. Data were modeled on 1
m square area and on a uniform grid with 10 cm spacing.

UXO identification is achieved by determining the data teatglfrom our library that best matches the
sensor data by cycling through each of the data templateset#s, the target location and azimuthal orientation
is unknown. Determining the target location and azimuthigrdation is equivalent to determining the translation
and rotation of the data templates. This operation reptegesimple problem in image registration, since we do
not have to consider scaling the template. Figure 2.19 slaomexample of determining the correct translation,
and therefore an estimate of location. The upper left pamelvs sensor data collected on a test stand. The
upper right panel shows the 1 m square area of the templatia tBe data and the template are gridded to 2.5
cm pixels. The lower left panel plots the correlation coédfit as a function of position. Not surprisingly, the
optimal location is directly over the center. In the exarsyiteat follow, we do not implement an image registration
technique and we assume that we know the azimuthal orientatid location. We note that while implementing
an image registration algorithm is straightforward, we {gldike to focus on our ability to correctly determine
depth and dip.

To demonstrate the above procedure, we used GEM3 datatedllen the USACE-ERDC Test Stand. The
data were collected from January 31, 2006 to February 105.2680r a first example we compare data from a
vertical 40 mm projectile located 30 cm from the GEM3 sensach Figure 2.20 compares images of measured
sensor data with the best fit template for 3 of the 10 GEM3 feegies. Figure 2.21(a) compares the sounding
directly over the center of the target. Figure 2.21(b) corapshe misfit values for the different items in the RSS
library. Itis clear that C3 is the most likely target. Theeasth which the algorithm picked C3 is, in part, due to
C3 being the only non-ferrous (aluminum) item in the library

Figures 2.22 and 2.23 plots the results when the data fromLanr8 (M374) is fit. Although the correct
target (C8) has the minimum misfit, several other target® halatively similar misfit values, indicating that
several targets appear quite similar when viewed by a GEM8me50 cm from the target.
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Figure 2.19: Examples of finding the optimal location by #lating a template generated by the RSS.
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Figure 2.23: Template example for C8.

2.8 Inversion for Optimal Orientation and Location of an Object

The above identification tests were conducted assumingjantdbcation and orientation aspriori information.
When such information is unavailable such as in a usual discation scenario, we need to estimate them from
sensor measurements. This section reports such a prefynt@s to invert the optimal location and orientation of
a known object by using a gradient-type method.

Denote the parameter vectat = (r., «, 0), wherer, denotes the position vector of an object center,
and @ are the azimuthal and polar angles of the object relativéhéoutser coordinate. Based on the Eq. (2.4)
of the secondary magnetic field, we can derive the analytigptession for the sensitivities &1,. to the 5
parameters. For this nonlinear inverse problem, a optitizapproach is implemented iteratively to correct the
model parameters via minimizing the objective functional

F(re,a,0) = [|[HX(r,, o, 0) — HP |2, (2.15)

Sc

whereHP™ are the predicted fields at a trial modHS>® are the observed ones.

The cylinder in section 4 is chosen as an object, being posit af0, 0, —42.5) cm and oriented & = 7 /4
anda = 7/4. For this inversion, th& x 7 simulated GEM-3 measurement points are distributed onreepgad
with the interval of 20 cm and a single frequencyl@010 Hz is used in the inversion. In the inversion test, we put
the lower and upper bound vectarg = [—30 cm —30 cm— 70 cm 0 0] andm,, = [30 cm 30 cm — 30 cm 27 7).

Fig. 2.24 (a) - (f) illustrates the convergence of the invdntesults versus the iteration number. It is observed
that the after 10 iterations, the model parameters are eeedwery well. The values of data misfit monotonically
decrease with the iteration and have no significant variatadter 10 iterations, as shown in Fig. 2.24 (f).

In another test, the cylinder takes the same position agddiat oriented ab = 0° anda = 0°. Fig.
2.25 shows inverted results that are fairly good. The cgamre behavior in Fig. 2.25 (f) is similar to that of
the previous test. Note that the recovered valug fifially approaches ta not 0 because both values have no
difference for a homogeneous cylinder. In this case theevafithe azimuthal angle could be arbitrary as the
object is oriented vertically.

2.9 Conclusions

We have investigated the MAS/TSA-based implementatiomefstandardized (spheroidal) excitation approach
for a full 3D electromagnetic induction sensing of metatitgjects. The approach, by decomposing excitation
fields into fundamental spheroidal modes, synthesizesat@nslary fields through a linear superposition of each
modal response to a target. We quantitatively studied theégfmental issue of determining the effective spheroids
in decomposition. It was found that for a non-uniform prignéield excited by a GEM3-like loop, the infinite
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Figure 2.24: Inversion test I. Recovered model parametnsug iteration number.

series can be truncated at the maximum mode nuifilfetV) = (3, 8), which is used to accurately represent the
fields for various orientations of small/medium objects imear field zone.

The key feature in this approach is that the extrinsic andniit attributes characterizing the pattern of
secondary fields are automatically separated out in therciolad mode expansion coefficients and the modal
response amplitudes or the RSS, respectively. Based on3Befét interested objects, the related full 3D EMI
modeling can be carried out rapidly by merely determinirimpry field expansion coefficients for any excitation-
object geometry. These were illustrated by the tests ap#iesexperimental data in both frequency-domain
(GEM-3) and time-domain (EM63) systems. We extended th&tiagi SEA to simulate a transient EM response
by developing a convolution algorithm that applies to aniteaby current waveform used in a TEM system.
These experiment-based results are important not onlyrtfiroothe soundness of the approach but also indicate
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Figure 2.25: Inversion test Il. Recovered model paramefenrsus iteration number.

its promise in real-world applications.

Since the MAS/TSA-based SEA is a physically complete nucaétechnique, as stated previously, it can
be used to accurately build up a RSS-library in an ultra wialedb- ranging from resistive to inductive limit. With
such an ultra wide band RSS-library, it is convenient to cot@EMI response in either the time or frequency

domain.

As another direct application of a RSS-library, we have cmted identification test of UXO based on the
test stand data. In this test, we successfully showed thatifgling a candidate UXO can be quickly done through
a straightforward pattern matching procedure by inspgdibest misfit values below an error threshold. In our
follow-up research we will proceed to do a blind test of thprapch combined with the robust inversion algorithm

determining an optimal object location and orientation.
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To conclude, the MAS/TSA-based SEA is a promising full 3D EMibdeling technique that provides a
platform on which to develop discrimination and identifioatalgorithms.
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Chapter 3

Regularization of the Surface Charge
Model for the Inversion of
Electromagnetic Data

3.1 Abstract

Detection of buried unexploded ordnance with electromtgisensors requires robust predictive models to cor-
rectly interpret data recorded at the surface. Shubitidzé. €2005a) have recently suggested a physics-based
representation of the scattered electromagnetic fieldgusimface magnetic charges. One such representation
is the Normalized Surface Magnetic Charge (NSMC) model,chvhidealizes a compact metallic target with
magnetic charges distributed on a spheroidal surface tiabses the target. The Total Normalized Magnetic
Charge (TNMC), as a function of frequency or as a functionirot can be used to identify the object. At a
theoretical level, however, the inference of the TNMC, islladetermined problem. Some form of regularization
of the problem is required. In order to help develop the NSMitletinto a robust practical tool for UXO discrim-
ination, we conducted a theoretical study on the behavithefe magnetic surface charges and formulated the
calculation of the total normalized charge as an inversblpm. Extensive use was made of Geophex GEM3 and
Geonics EM63 test stand data collected at the USACE-ERDGH#sd in Vicksburg, MS. Results are presented
for both test stand data and data collected on the Sky RésEa© Test Site in Ashland, Oregon.

3.2 Introduction

In this chapter we consider the Surface Magnetic Charge (Siiiel of Shubitidze et al. (2005a). The SMC
model approximates a target’s secondary electromagnetit dt each frequency or time with the field from a
magnetic charge distribution on a fictitious surface thatases the target (Figure 3.1). Shubitidze et al. (2005a)
claims that normalizing the charge distribution by the narocomponent of the primary field produces a surface
distribution that is a property of the target, and not thetakion of the target. Furthermore, the surface integral
of the normalized charge distribution was suggested ascamiiant for UXO.

Unlike the SEA model of the previous chapter, the nature ofCSiid its computational speed make it a
candidate for data inversion for the charge distribution.this work, we study some of the properties of the
magnetic charge model and some of the properties of the SM&Esa problem. The objective of this work was
to determine if a stable discriminant derived from the stefenagnetic charge model could be determined.
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(a) The dipole model, showing axial and transverse polaoizat (b) The Surface Magnetic Charge (SMC) model

Figure 3.1: Representation of the response of a target (@jraydipole and (b) a surface magnetic charge.

3.3 Model description and implementation

3.3.1 The Surface Magnetic Charge Model

The following description of the SMC model follows Shubiélet al. (2005a). They assume a highly conducting,
magnetically permeable, heterogeneous metallic targeédun soil where conductivity is low enough to be
considered as free space. In a quasi-magneto-static redisacement currents are negligible, conduction
currents are weak outside the target, the magnetic fieldogtronal and can be written as the gradient of a scalar
potentialy:

H* (I‘, 5) = 7V\Ijsc (I‘, f) (31)
where the variablé can represent either timieor frequencyw. Assuming Gauss’ Law for magnetic field yields
V- pH = V20 = p,, (3.2

where p,,, represents a fictitious volumetric magnetic charge denbiy produces a scattered field outside a
metallic body. The scalar potential satisfies an equatidhefype

v (r,§) . /V pm (') Ly (3.3)

- A, |r — 1’|

wherer is the observation point; the source poinfl” the volume of the scatterer, the magnetic permeability
of free space. Assuming surface charggsonly, the magnetic field is given by

(09 = 1 [ 0 (019 T g (3.4)
S A, SUm I ’

The charge distributiom,,, is a function of the field at the surfacewhich is, in turn, a function of the target
properties and primary field.

The surface charge is assumed to be proportional to the hoomgonent of the incident primary magnetic
field:

om (v',6) = gm (¢, ) [H" (x') - A (r')] (35

wheregq,, is the NSMC density that we try to calculate. Considering thdO are bodies of revolution with
symmetry along their main axis, Shubitidze et al. (2005bya®e that (1) the electromagnetic response of a UXO
can be equivalently represented by surface charges locatagrolate spheroid enclosing the ordnance with same
main axis, and (2) that,,, on this spheroid is uniform on rings perpendicular to themaaiis. The TNMC of an
object at a given time or frequency is defined as

Q) = /S 4o (¢'.€) dS' (3.6)

Shubitidze et al. (2005a) suggested that the TNMC is uniquedich target so it can be used to discriminate
between different targets.
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3.3.2 Numerical Implementation of the SMC Model

For this report, we only consider fields measured by indadtop receivers. For a frequency domain system, the
voltage induced in a receiver loop is

V (w) = iwng® 3.7)
whereng, is the number of turns in the receivdr,is the flux through the receiver. The corresponding expoessi
in the time domain is

0P
V(t) =np—uo 3.8
(t) =nr—a (3.8)

The flux through a receiver loop in air is

D (r,€) = iy /S () 0" s™ (39)

wheren’ is the normal of the loop surface, and we again defias being eithet or w. Assuming a horizontal
loop:

B (r, ) :/SR (/3 LEZ2) o | aw)] dS’) s

dmfr =P (3.10)
L[ 1) (- ) g (.6 [HP - ()] dS”
47T S’
where
ne [ L R
I(r,r') = /SR P ds (3.11)

depends on the shape of the loop. We solve this integral &eelly for a horizontal, rectangular loop. For a
horizontal circular loop, we solve the integral in polar cdinates, with an analytic integration over the radial
coordinate, and a numerical integration over the azimutbaftdinate.

Equation 3.10 shows that, once the charge surface is detedmthe flux®, and therefore the induced
voltageV is a linear function of the charge distributign To numerically solve the SMC integral, we discretize
the surfaceS into NV sub-surfaces, with aredS;, and assume that the amplitude of the surface magneticecharg
g; is constant imM\s;. Substitution in Equation 3.10 yields

®(r,&) = ;i::f(r»l‘k) (2 — 2) q (re, &) [H (ry) - A (x1)] AS (3.12)
The forward model data collected &t stations at a frequency; can be written as
Zm=d (3.13)
where
B =1 () (o — 20) [ (r0) 8 (r)] A, (3.14)
m =[q(r,w;) , q(r2,wi), ..., qrn,w)]" (3.15)

and an element of the data vectbis the integrated secondary field flux over the receiver loop.

For time domain data,

_[9q(r1,t;) Ogq(ri,t:) dq (r1,t:)]"
m = 8t N 8t g eeey T (3.16)
d:[v (r17ti) ) V(PQati) y et V(rN7t7,')]T- (317)
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The modeling matrixZ is a function of the shape of the charge surface. For a sghérat contains the
axi-symmetric targetZ is then a function of the location and orientation. In theecaka spherd. is a function
of position only.

3.3.3 Discretization of the charge surface

In order to solve for a representative charge distributiosurface must be defined and discretized. In this study
we chose spherical and spheroidal surfaces to enclosgnstric targets. Figure 3.2 illustrates a discretization
on a spheroid. Patches are defined by uniformly discretizirtge azimuthal coordinate (longitude) and in the
local axial ¢) coordinate (or in the latitude angle). Rings are defineddsyiming that the surface charge density
remains an invariant of the azimuth.

0.08
0.06
0.04,

0.02

-0.02
-0.04,

—-0.06

-0.08

Figure 3.2: An example of discretizing a spheroid.

Discretization along longitudinal and latitudinal direets samples the surface of a spheroid in a non-
uniform manner, resulting in high density of surface pascatethe poles. To circumvent that potential source
of error we tested the SMC method on a sphere by using a geatlssietization derived from refinements of an
icosahedron (polyhedron with 12 vertices, 20 triangulafeses of equal area, 30 edges), illustrated in Figure 3.3,
where red lines show the projection of the original icosabednto its surrounding sphere. This configuration is
almost isotropic and every patch has the exact same dimenshus avoiding any area-induced bias in the charge
density.

3.4 Inverting for a Surface Charge Distribution

In order for the SMC formulation to be part of a successfutumsination algorithm, the recovered surface
magnetic charge model (or some property of the SMC) must bctibn of the target characteristics only, and
independent of the survey parameters. We studied the isépsitf the SMC solution to different modeling
parameters such as depth, orientation and noise by usingtdesl data and synthetic data obtained with a dipole
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Figure 3.3: Discretization of a sphere derived from an ibesiaon

model. We find that for the type of objects of interest, andtfear type of data that are collected, the problem
of solving the equatioZm = d is often ill-posed, even in over-determined cases wheneethee more data
than parameters, as is the situation with the SMC methodhgérin the more general under-determined case,
where patches cover the spheroid, there are more parantea@rsiata and the inverse problem is severely ill-
posed. Thus there are infinitely many solutions for the maystem and some additional information needs to
be incorporated to solve the problem. The instability ofittverse problem, and the non-uniqueness of solution,
is exemplified by the condition number & cond (Z), the ratio of the largest and smallest non-zero singular
values ofZ. The condition number grows rapidly with the resolution loé tmodel, for instance with 10 rings
cond (Z) = 108, with 40 ringscond (Z) = 10'” and with 200 patchesnd (Z) = 10'3.

We obtained a least squares solution to the matrix equatiarsimg the pinv command in Matlab, which
computes the Moore-Penrose pseudo-inverse of a matregtiefély solvingZ”Zm = Z7d and performing a
truncated singular value decompositionZfZ. The level of truncation was chosen such that singular galue
less than the floating point precision of MatLab were omittE@jure 3.4 contains the results of fitting a single
channel of TEM data (Geonics EM-63 sensor) recorded on astast over a 40 mm projectile using both the
patch model (Figure 3.4(a)) and the ring model (Figure 3)4(bhe projectile was oriented at a 45 degrees dip
and its center located 60 cm below the sensor. Both modetiupeoexcellent fit to the data (as is indicated by
correlation coefficients close to unity and small misfit).eThodel with patches fits the data particularly closely;
misfits are five orders of magnitude less than the data. Tloispional fit raises the issue of over-fitting the data
by fitting the noise. Although noise levels remain low withiire well-controlled environment of the test stand,
a close look at the low left panel of Figure 3.4(a) suggesgtiesence of noise. Indeed, the recorded anomaly
exhibits more shape features than expected for a simplegtep 40 mm projectile, a clear effect of noise adding
high frequency variability to the observation. In Figurd(®), discretizing the spheroid surface with rings of
constant charge density predicts a smooth response (lot@rgaeanel); this might be considered to be a better
solution since it is simpler and does not have extreme streciThe choices of rings over patches and the number
of rings are first steps toward a regularization of the serfatarge model imposed by discretization. Shubitidze
et al. (2005b) restricted the number of rings to 9. We tedteddasibility and effect of using more or less rings.

In Figure 3.4(b) the resulting distribution in rings renmicharacterized by extreme variations between
positive and negative values that are several orders of in@gngreater than the magnitude of charge, especially
for bottom rings. This also seems to create additional gneugside of the domain used for the inversion (see
higher misfit in the lowest part of the low right panel of Figu8.4(b)). Additional tests with both test stand and
synthetic data show that solutions for charge distribuéind total magnetic charge are sensitive to variations in
target positioning and orientation, as well as data noisghet levels of regularization are therefore warranted
for the use of either rings or patches.
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Figure 3.4: 40 mm projectile (45 degrees inclination, 60 @tol sensor). Both solutions of charge distribution
produce large oscillations.
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Additional characteristics of the problem include:

1. As the number of model parameters (rings, patches, Fowigficients) increases, data are better fit
but the amplitude variations in the charge density of adjapatches or rings increases. Also, there is enhanced
sensitivity due to the noise.

2. The total magnetic charge, the correlation coefficiert #re misfit depend on the size and shape of
the spheroid used in the calculation. For instance, largegated items like a 105 mm High Explosive Anti
Tank (HEAT) round would be better represented with a longespid. This suggests that a judicious choice
of spheroid should be made before carrying on the inversiractically, this would imply that a predefined
and limited (3-5) set of spheroids be chosen to test posileard models. The spheroid should not be too
small because this has a negative effect on the conditiorbauwf Z: physically, a smaller spheroid tries to
accommodate all the features of the target, yielding laoggrast among surface charges.

3.5 Properties of the Normalized Surface Magnetic Charge

The previous section showed that direct inversion of EM dats not allow recovering of a stable surface charge
distribution and that a regularization of inversion is negtd In order to guide the regularization process with
physical considerations, we now re-examine the assumgitetrsurface magnetic charges can be normalized to
produce a surface distribution that depends on the objdgtamd is independent of excitation (relative position
and orientation of object and illuminating field).

3.5.1 Field on a surface with charges

The field on the surface of a charge distribution can be cafedIby integrating equation 3.2 by using a Gaussian
pillbox on a charge surface (Figure 3.5). The integratioerdkie volume gives

,(ﬁ(r’)
¢ A A
n=-3
(a) Gaussian pill box on a charge distrib- (b) Integrating the singularity by distorting
tion oy, . the charge surface with a semihemispheri-

cal surface.

Figure 3.5: Geometries for determining the field on a changfase.

/ V- u.HdV :/ omdV (3.18)
14 |4
The divergence theorem leads to surface integrals, aneliog/ing expression

/ woH - zdS — / woH - 2dS + / woH - pdS = o,,dA (3.19)

top top side
By symmetry, we can write
1
Hi=—0, (3.20)
2110

Hence the charge distribution is proportional to the norooahponent of the field at the surface.
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3.5.2 The normalized surface magnetic charge on a sphericalgace for a dipole field

To understand the properties of the normalized surface etagcharge, it is instructive to investigate the nor-
malized charge distribution behavior for a dipolar field.eTdnalytic solution for the secondary field of a sphere
in a uniform field is a dipole. Consider a permeable and catiagsphere of radius illuminated by a uniform
primary fieldHF. At atimet = 0 the primary field is terminated, and eddy currents are indilc¢he sphere;

they subsequently decay because of the finite conducti¥itiyeosphere. The secondary fidiff© generated by
the decaying currents is dipolar:

H* (1) = 47rlr3 m (1) - <3f~f~ - i) (3.21)

wherem (t) is the dipole moment induced at the center of the sphere atitim is the distance between the

observation point and the sphere cenfeis the unit vector pointing from the sphere center to the nlag®n
point P, andI is the identity dyadic. The dipole moment is

m (t) = /27” HF L (t) (3.22)

where

exp (—t/T)
= 6a 3.23
M;q§+ (1r = 1) (ur +2) (3.23)

with 7 = opa?/¢? (Kaufman and Keller, 1985). The valugsare roots to the transcendental equation

(1r —1) g5

tangs = ——————. 3.24
(N TRy (829

Equation 3.21 reveals that the secondary field of a spheramifarm primary field is equivalent to the field of a

single magnetic dipole located at the center of the sphatedanted parallel to the primary field. The size and

material properties (i.e. conductivity and magnetic peahiléty) are contained within the functioh (¢). Now let

us enclose the sphere with a spherical charge sufdhbat has a radiugg (Figure 3.6(a)). On the surface the
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(a) Sphere example (b) Spheroid example

Figure 3.6: Sphere surface.

secondary field produced by the sphere will be

1

H(treS) = —
QWa%

m (1)
(3.25)

~HPL (¢t
= gL
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The surface charge distribution can be expressed as aduaraftthe primary field by taking the normal B from
equation 3.25, and substituting into equation 3.20

Oom =2u,H-1
1 3.26
=2—L(t) [H" - A (3.26)
ag
The NSMC is then

Gm = 2%L (t) (3.27)
as

and, from equation 3.6, the TNMC is the surface integraj,pon S
Q= 8—7TL (1) (3.28)
as

Equation 3.28 shows that, for the case of a sphere in a unifieidh the NSMC is uniform on the surfacge

The normalized magnetic charge is proportionalt¢t) and, therefore, the normalized charge for a sphere is
a measure of the size and material properties of the sphereeVer, the total normalized magnetic charge is
inversely proportional tas and is thus dependent on how we choose our charge sufface

The above calculations demonstrate that, for a fixgdhe TNMC is a reasonable discriminant for modeling
spheres. This is due to the geometry of the problem whichesatine induced dipole to be parallel to the primary
field. Let us consider a non-spherical target whose respisrgenerated by charges on a spherical surface (for
example, Figure 3.6(b)). The field of an compact metalligegrcan be approximated by a dipole model. We can
write the induced dipole as

m=M-H" (3.29)
where, following the coordinate system of Figure 3.6(b),
o | La (t) 0 0
M=—| 0 L, (t) 0 (3.30)
Fo 0 0 L.(t)
For a spherd. (t) = L, (t) = L, (t) = L, (t). The charge distribution for the dipole model can be writisn

Om =2, H -1

— ”03 [M-H"] - # (3.31)
7ras
and the NSMC is
1o [M-HP] 4
_ Mo 32
m mal HP-n (3.32)

It is clear from Equations 3.31 and 3.32 that charge digiobw,,, and normalized charge distributigp,
is dependent on the direction of excitatitif’ and the size of the charge surface. For example, for a urtitaer
primary fieldHY = 2 the normalized charge distribution will be uniform:

2
Gm = —5 L (t) (3.33)
with a total normalized charge of
8T
Q=—L.(t) (3.34)
as
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If the primary field isH” = (x + y) /v/2, then the normalized charge distribution will vary along #zimuthal
direction0 < \ < 27

2 [Ly(t)cos(A) + Ly () sin (X)
am (A) = a? cos (A) + Sifl (\) (3.35)
The TNMC is then
= i—z [La (1) + Ly (1)] (3.36)

Clearly, (1) the TNMC is dependent on the radius of the sphégharge surface, and (2) the TNMC is
dependent on the direction of the primary field that illunésathe target.

3.5.3 Investigating the normalized magnetic charge usindgie Method of Moments

In order to study the normalized magnetic charge on a spifereurface, we will solve the modeling integral
equations with the MoM.
Define integral equation

Let’s determine the field on the surfaSe There is a singularity, therefore we use a principle vahtegral
and explicitly calculate the contribution of the singutri

H’ (r) =

1 r—r 1 r—r
lim —— 0, (¥) dS" + 1i m ds’ (3.37
P 471, /3_56 r—r/3 om (1) +€£I(1) 4T, /SE [r —r'|3 om (¥) ( )

whereS. is the hemisphere in Figure 3.5(b). The singularity-as r’ is integrable, and can be determined by
using the geometry of Figure 3.5(b) and letting- 0. The value of the field at the surface is

-
H* (r) = lim — / T o () dS

e—0dmp, Jg, [ —1'[
. 1 en , ,
— iy - [5 S om () dS (3.38)

Therefore, the field is

s . 1 r—r , , 1
H (r) = lim 47 o /s—se r—rp o(r') dS" + 2Mon(r) Om (1) (3.39)

wherer € S. We want to match the normal components of the magneticBlax the surface:

P.V. n( - (r—-r
n(r) B = %/S W o (') dS' + % o (1) (3.40)

The equations for the normalized surface magnetic chamgythan

P.V. e
o) B = [ B ) (17 () )] ds's
S
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Define Basis fory,,

The first step to solving fog,, is to partition the surface intd/ patches of aredS,,. We assume pulse
basis functions to represept, :

N
r) = Z anfn (3.42)
n=1
where

(3.43)

I = 1 forreAS,
" 10 otherwise

Substitution gives

P.V. r—r
I’I(I‘)Bsz%/s ( ) I‘/‘S [Zanfn ] ( ) n(rl)} dS/J’_

! [z oty <r>] B () ()] @44

Since we have pulse basis functions, we can approximatetigral as

N
/ => / (3.45)
S n=1 Sn
which gives

N "PV. o (p
n B> . [Zakfk ] ") n ()] ds'+

! [z oty <r>] B () ()] (@40

Note that we changed indices for the pulse basis, in the thtetdirm on the right hand side. Noyy, (r’) will act
like a delta function, i.e. the integral will be zero unléss: n. Therefore, we rewrite the integral as

N !
4i Z/ Wan [HP (r') ~n(r')} ds’+

r —r

lz anfn (r)] [H” (r) -n(r)] (3.47)

N =

Defining weighting functions

By defining a basis function fay,,, Equation 3.47 represents an approximation to the linearadpr defined
in 3.41. If we define the exact integral equatiorlas, = g, then we have a non zero residual

N N
R= Lq;n — 8= L (Z an.fn) —g= (Z aann> — g (348)
n=1 n=1

Weighting functiondV,,, are used to make the residual zero at a finite number of paiets,
Jown®) (3.49)
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Z an (W, L) = (Wi, g) (3.50)
This defines a new linear system to solve for the basis comffisi,,

Ga=h (3.51)
We choose point matching weighting functions

W =0(r—rp) wherem =1,..,N (3.52)

and define an inner product

/ f(xr " dS’ (3.53)
Applying to the first term, gives
(W, Lstterm =

/ S(r—ry) ig: n()-(r—r) [H” () -n(r')] 45| dS
s A — |r —r'p? (3.54)
N /
3 / b 2 [ ) (e
Applying the weighting to the second term, gives
1 N
(Wi, 2nd tern) :/ 0(r—ry) [2 Zanfn (r) [HP (r)- n(r)]‘| ds
N
% Z nfn rm (rm) 'n (rm)] (355)
= 50 [H () -1 (1)

We now have the elements 6f:

1 V(e (rm—r) 1
Gmn = E AS ‘rm . I‘I|3 [HP (I‘/) 'n (I‘/)] dS/ + iémn [HP (r’rn) ‘n (r’m)} (356)
The surface integration in each pat&$' is approximated by assuming that all values are constahirméach
patchAS,,

Gmn _ il’l (I"m) . (I'm _ rn) [HP (rn) .n (rn)} ASn (1 — 5mn) +

47 [ty — rpl3

Somn [H (5) m(e,)] (357)

which can be rewritten as

in(rm) (r —

Fn) [H” (r,) n(r,)] AS, fm#n

Gmn 4117'( ‘I‘m - 1:'7L|3 (358)
5 [HP (rm) -n (rmﬂ ifm=n

Now for the right hand side.

= (Wp,n(r /(5 (r—ry,)n(r) -B°(r)]dS

=n(r,) B’ (r,)

(3.59)
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Examples of Method of Moments modeling

We apply the MoM modeling to the problem geometry of Figurg he field of the target is represented
by a dipole.

Location of
predicted and
compared data

Charge Surface

Figure 3.7: Geometry of example. We match boundary comtitan a surface and compare the data predicted by
the charge distribution on the surface with the data predibl a dipole model.

For this test we will use the method of moments to determiaecttarge distribution,,, and the normalized
charge distributiorn,,, on a surface that encloses the dipole. A separate matrixiegua solved foro,,, andg,,,
i.e., we do not solve for the,, (or o,,) charge distribution and multiply (or divide) by the norneaimponent of
the primary field to obtaim,, (or g,,). We will assume that the primary fieH" is uniform. The field predicted
by the charges obtained by method of moments and the fieldcpedddy the dipole are compared on a surface 1
m above the dipole location.

Example 1: Solution on a spherical surface The first example is for a sphere in a uniform field. As was
outlined in the Section 3.5.2, the dipole moment is due tohepand is, therefore, parallel to the primary field.
For this example, we will try and use a spherical charge sarfdhe charge surface is discretized uniformly in
azimuth @) and dip ;) angles.

Figure 3.8(a) plots the recovered un-normalizegl X and normalized,,) charge distributions in the case
where the primary field is vertical. The radius of the changdage is 0.15 m. As predicted by the analysis in
the previous section, the normalized charge is essentialfprm. The un-normalized charge is symmetric about
z = 0, and is consistent with a vertical magnetic dipole. The figleldicted by both the normalized and un-
normalized distributions are compared to the field preditig a dipole at the center of the sphere. The forward
modeled charge and dipole model match very well, indicativag the charge and dipole models are equivalent
in this case. Table 3.1 summarizes our results for illunmigathe sphere in different directions, and a couple
of different coarseness levels of discretization. Thel totenormalized magnetic charge is zero (to numerical
precision), and the total normalized magnetic charge iflairim each case. This numerical result is consistent
with the analytic result presented earlier: the total ndized magnetic charge is stable to illumination direction
for targets with spherical symmetry.

Figure 3.9 has a band of normalized magnetic charge thatds Zais is due to the normal component of the
horizontally-directed primary field being zero at this goifthe corresponding elements in the MoM modeling
matrix also go to zero at this point, making the determimatibthe normalized magnetic charge at those points
poorly determined. The coarser discretization of Figue 3loes not have surface patches that have normal
perpendicular to the primary field. Consequently, all théase patches are well determined.
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Primary num | num total unnormalized total normalized| Figure
Field ) n Ly | Ly | magnetic charge | magnetic charge Number
Vertical 30 | 30 | 1|1 -4.3e-014 20.6 3.8
Horizontal | 30 | 30 | 1 | 1 -6.2e-015 19.3 3.9
Vertical 20 20 1 1 -1.4e-013 20.91 3.10
45degrees 20 | 20 | 1 | 1 -9.7e-014 20.88 3.11
Horizontal | 20 | 20 | 1 | 1 -4.2e-016 20.88 3.12

Table 3.1: Magnetic charge results for the sphere tests.

Primary num | num total unnormalized total normalized| Figure
Field 1) 7 L, | Ly | magnetic charge | magnetic charge Number
Vertical 21 21 4 1 -8.9e-014 364.07 3.13
45 degreeg 21 21 | 4 | 1 -6.1e-014 1052.86 3.14
Horizontal | 21 21 | 4 | 1 -9.1e-015 22.00 3.15

Table 3.2: Magnetic charge results for the spheroid tests.

Example 2: Solution on a spheroidal surface Our second example is to determine the charge distribution f
an axi-symmetric target. The secondary field for the axitstnic target is modeled using a dipole field with
Ly =4andls = L3 = 1. For this example, we use a spheroidal charge surface. Teraigal surface has a
length of 40 cm and a width of 20 cm. The spheroidal surfaceénted with the major axis parallel to tkeaxis
for each of the examples of this section.

Figure 3.13(a) plots the recovered un-normalizeg)and normalizedq,,) charge distributions in the case
where the primary field is vertical. The un-normalized clesiggsymmetric about = 0, and is consistent with a
vertical magnetic dipole. The field predicted by both thenmalized and un-normalized distributions are compared
to the field predicted by the dipole at the center of the sptefbhe forward modeled charge and dipole model
match very well, indicating that the charge and dipole medet equivalent in this case.

Table 3.2 summarizes our results for illuminating the spliein different directions. As was the case with
the sphere examples, the total un-normalized magnetigeharzero. In each case the charge distribution and
dipole fields match on a plane 1 m away from the center of thergjidh In this case, the total normalized magnetic
charge is not independent of the primary field direction.
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(a) Charge Distribution on a sphere. The top panel is the Hareassurface magnetic
charge distributiom,,. The bottom panel is the un-normalized surface magnetic eharg
distributionoy, .
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(b) Data modeled 1 m above the center of the sphere

Figure 3.8: Method of Moments solution for the surface mégraharge distributions on a sphere with a vertical
primary field excitation. The surface was discretized with atches.
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(a) Charge distribution. The top panel is the normalizedsgrfnagnetic charge distri-
butiong,,. The bottom panel is the un-normalized surface magnetic efdisgribution
om. The blue strips in the normalized charge distribution cgpoad to points where
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Figure 3.9: Method of Moments solution for the surface maigreharge distributions on a sphere with a hori-
zontal primary field excitation. The surface was discretiaéth 900 patches.
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(a) Charge Distributions. The top panel is the normalizedaser magnetic charge
distributiong,,. The bottom panel is the un-normalized surface magnetic ehdisg

tribution o'y, .
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(b) Data modeled 1 m above the center of the sphere

Figure 3.10: Method of Moments solution for the surface nedigrcharge distributions on a sphere with a vertical
primary field excitation. The surface was discretized willd patches.
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(a) Charge distribution. The top panel is the normalizedes@rfnagnetic charge distri-
butiong,,. The bottom panel is the un-normalized surface magnetic efdisgribution
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(b) Data modeled 1 m above the center of the sphere

Figure 3.11: Method of Moments solution for the surface nedigrcharge distributions on a sphere with a primary
field excitation at a 45 degree angH{ = (¥ + z) //2). The surface was discretized with 400 patches.
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(a) Charge distribution. The top panel is the normalizedes@rfnagnetic charge distri-
butiong,,. The bottom panel is the un-normalized surface magnetic efdisgribution
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(b) Data modeled 1 m above the center of the sphere

Figure 3.12: Method of Moments solution for the surface natigrcharge distributions on a sphere with a hori-
zontal primary field excitation. The surface was discretizéth 400 patches.
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(a) Charge distribution. The top panel is the normalizedesgrfnagnetic charge distri-
butiong,, . The bottom panel is the un-normalized surface magnetic etdistyibution
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(b) Data modeled 1 m above the center of the spheroid

Figure 3.13: Method of Moments solution for the surface nagigncharge distributions on a spheroid with a
vertical primary field excitation.
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(a) Charge distribution. The top panel is the normalizedes&rfnagnetic charge distri-
butiong,,. The bottom panel is the un-normalized surface magnetic efdisgribution
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(b) Data modeled 1 m above the center of the spheroid

Figure 3.14: Method of Moments solution for the surface nagigncharge distributions on a spheroid with a
primary field at a 45 degree angH{ = (3 + 2) /V2)..
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(a) Charge distribution. The top panel is the normalizedes@rfnagnetic charge distri-
butiong,, . The bottom panel is the un-normalized surface magnetic elgistyibution
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(b) Data modeled 1 m above the center of the spheroid

Figure 3.15: Method of Moments solution for the surface nagigncharge distributions on a spheroid with a
horizontal primary field excitation.

57



3.5.4 Comparison to SEA modeled secondary fields

The previous section presented the distributions of sartharges

Om = 2puoH* - n (3.60)
and normalized surface charges
HSC .n
HP -n
in the simplified case where the scattered fit could be represented by a dipole model and the primary field
HP was uniform. Realistic conditions were tested for a cylinfde which the SEA library computed scattered
fields at the surface of a spheroid enclosing the cylindenatiddimensions defined by the user. SEA was used

after verification that the computation-intensive MAS aimdpified SEA codes produced the exact same result.
Realistic primary field was computed by modeling the efféet frequency domain square transmitter of 1 x 1 m.

Gm = o (3.61)

In the following, only the real part of the scattered field siw@&d at the first frequency (0.1 mHz) is dis-
played, as later frequencies and the imaginary part exgibitlar trends. Each figure presents on a spheroid
encapsulating the same cylinder the distribution of norrnatponent of the scattered and primary fields, as well
as the normalized charge taken as their direct ratio anebtained by resolution through the method of moment.
The effect of the sizes and shapes of the modeling sphenoitisahere) and those of the relative orientations and
positions of transmitter and target were tested.

Reference test

As a reference test presented in Figure 3.16 the cylinddagegd vertically directly below the transmitter
at a 42.7 cm depth. The enclosing modeling spheroid has aresi-of length 21 cm and 10 cm and a resolution
of 40 points in latitude and 39 in longitude, with longitudaging from 0 t®27 and latitude from 0 (North) tar
(South). In each panel, quantities are shown on the spheyaithwrapping its surface and using contours with a
special contour in magenta to indicate zero crossings fanatized charge density. The vertical position exactly
below the transmitter implies that all fields are longituadiyp symmetric, contour lines therefore follow latitudes.
In the two left panels of Figure 3.16 the normal componentefdcattered and primary fields approach zero at
different latitudes because the primary field is not unifptimeir direct ratio therefore yields large values (infinite
value if discretization allowed) in the upper central panbklle MoM gives large but well defined values (right
panels). Normalized charges computed by direct ratio or Midw similar but different values, their integral
over the surface of the spheroid, the TNMC differs30yx.

Changes of orientation

The same cylinder and its spheroid are rotated into a haat@osition in Figure 3.17. Although distri-
butions of normalized charges by field ratios and MoM appealitatively similar, with most of the spheroid
covered with negative charges, differences in charge amigliare such that their respective Total Magnetic
Charge (TMC) obtained by numerical integration vary by adaof two (with the resolution applied here). Com-
parison with the previous figure shows that rotation of thaminating field by 90 stimulates a totally different
charge distribution at the surface of the spheroid and TMépdhdency on the illuminating field is further illus-
trated in Figure 3.18 with a rotation of 4&nd yet another normalized charge distribution charasdrby large
regions of positive and negative charges and a differenieviair TMC.

Change of position

The transmitter was modeled at 30 cm to the left of the cerftéeocylinder and spheroid for the tests
presented in Figures 3.19-3.21. For each case the norhalimge distribution and TMC, derived by direct
ratio and MoM, show different patterns and values and conditnong dependency on the relative position and
orientation of transmitter and modeled target.
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Figure 3.16: Distribution of the normal component of thettsrad and primary fields and their ratio at the surface
of a spheroid enclosing a vertical cylinder. Reference.case
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Figure 3.17: Distribution of the normal component of thetterad and primary fields and their ratio at the surface
of a spheroid enclosing a horizontal cylinder.

59



Normalized charge: H®.n/HP.n

HP.n
0 ’ ‘ 0 200
1 \ 1 100
0
2 2
-100
3 3 -200
0 2 4 6

Info

Polar angle = 45, Label= Ref
Resolution: 39x40

Position: X= 0,Y = 0,Z=42.7cm
Semi-axes =21, 10 cm
TMC(H®.n/HP.n) = -2.76e-002
-3.58e-002

HS.n
> Wk
1 )
2
3 oD
0 2 4 6

TMC(MoM) =

Normalized charge, MoM

0 200
1 100
0
2
-100
3 -200
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Figure 3.19: Distribution of the normal component of thettrad and primary fields and their ratio at the surface
of a spheroid enclosing a vertical cylinder located 30 cnitudfcenter of the transmitter.
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Figure 3.20: Distribution of the normal component of thettgad and primary fields and their ratio at the surface
of a spheroid enclosing a horizontal cylinder located 30 ffithe center of the transmitter.
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Figure 3.21: Distribution of the normal component of thetsgad and primary fields and their ratio at the surface
of a spheroid enclosing an oblique cylinder located 30 cnthaffcenter of the transmitter.
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Effect of resolution, size and shape

In order to check whether the observed trends are artiféickeeaumerical implementation of the problem,
effect of resolution in discretization, size and shape efd¢pheroid were tested in Figures 3.22—-3.24. In all cases
the charge distribution remains qualitatively similar.eTiotal magnetic charge, however, varies by a factor 60
in the first case with lower resolution, by factor -3 in the@®t case with semi-axes increased b{;5ind by a
factor 6 in the third case of a spherical surface.
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Figure 3.22: Distribution of the normal component of thettad and primary fields and their ratio at the surface
of a spheroid enclosing a vertical cylinder using lower hatson.

Result

The normalized surface charge density distribution vaaiethe surface of a sphere or spheroid. Its sign
varies in a predictable manner that reflects the projectibtize primary and secondary fields at the surface of the
spheroid. Moreover, singularities in the normalized ckatigtribution can occur when the normal component of
the primary field does to zero. The singularities are avomtdy if the normal component of the secondary field
also vanishes at the exact same location. That distribetianges when the relative position of the spheroid and
transmitter varies, therefore the normalized surfacegehdensity distribution is not a characteristic of an object
TMC changes with the position and orientation of the objastyell as with the shape, size and resolution used
for the spheroid, an effect of the aforementioned singtigeri This result is in direct agreement with the previous
section, this time using spatially varying primary field anghysical model of the secondary field derived from
MAS.

3.5.5 Conclusion

The series of tests presented in this section has shownhbatarmalized magnetic chargs, is a function

of the geometry of the measurement. In order for the totatnatived magnetic charg@ to be an effective
discriminant, we need to ensure high quality data is takeara/the target is excited at numerous angles of
primary field excitation. The total magnetic charge for sacheasurement then reflects an “average” of the total
magnetic charges.
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3.6 Regularized Inversion for a Surface Charge Distribution

Section 3.3.1 describes the numerical forward model thaultzes the secondary field produced by a surface
charge distribution expanded by a pulse basis functionafgiven charge distribution surface, the forward model
is linear and can be written @&m = d. The objective of the inverse problem is to determine a ahdisftribution

m from a data setl. There are a number of challenges in determining an optimalFirst, the number of
parameters used to represent the charge distributiontfieecoefficients multiplying the basis functions) can be
greater than the number of data. In such a case the problemder-determined. Second, data are noisy and
special care has to be taken to ensure that our model doe$ tiet fioise. Third, the data may be insufficient to
constrain all the model parameters. For example, if thenilhating field is only in a single direction, then the
problem is ill-posed.

As demonstrated in Section 3.4, determining the chargelalisibn by minimizing a data misfit objective
function is ill-advised. Figures 3.4(a) and (b) demonstlahat minimizing the data misfiZm — d|| produces
large spikes in the charge distribution which, in turn, leagery unstable estimates of the total normalized mag-
netic charge. In order to solve such an ill-posed inverselpro, the data fitting problem has to be reformulated
in order to introduce prior information of the model that veek. There are several ways to do this reformulation.
A statistical framework (Tarantola, 1987; Scales and Ten@001) is appropriate when our notion of the charge
distribution’s characteristics can be represented byairibities. The statistical approach can be used to determin
a single model by determining the maximanposterioriprobability model, which can be determined by solving
an optimization problem.

In the previous section we saw that the surface integral@fititnormalized surface charge,() was zero.
For the remainder of this report, we will use the terms TMC ahd/IC to represent the same quantity, i@.,

3.6.1 Formulation of the regularized inverse problem

We use an alternative approach where the prior informasiamtioduced through the introduction of a regulariza-
tion functional, or model objective function (Parker, 198%enke, 1989). The regularization functional quantifies
model features (such as amplitude, smoothness, and cteyaéund provides a quantitative means of choosing
models that are consistent with our preconceived notiom@fcharacteristics of the model. We achieve this by
solving an optimization problem:

minimize & = &4 + \®,, (3.62)

where @, is the data misfit objective functiorp,, is the model objective function, arl < A < oo is the
regularization parameter. The data misfit function meastire misfit between data predicted by a model and the
observed data that we seek to fit. The relationship betweemtideled and observed data can be written as

d°** = Zm + noise (3.63)

Our goal is to fit the data without fitting "noise”, where we defi’'noise” as any component of the observed data
that should not be accounted for by the modeling. Therefoigsenwould include sensor measurement errors,
and modeling errors. For our work we will assume that the Sabis Gaussian and independent. With this
assumption, we can write the data misfit as

O = [|[W4(Zm —d) |3 (3.64)

whereW is the diagonal matrifV,; = diag(1/¢;) //(N), with ¢; defined as the standard deviation of tHe
datum andV the number of data points. With this definition' ¥ ; the expectancy of data misfif[®4] = 1 if
the model is consistent with the standard deviation of data.

The model misfid,, is defined as

@, = me (m - mO) Hg (3-65)
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whereW,, is the regularization operator ama, a reference model.

Having observed in Section 3.5 that for a homogeneous sgirereormalized charge is uniform, we assume
at first order that the charge distribution would be uniforra. ( similar to a sphere), and that additional structure
to the charge distribution would be allowed in order to fit ttata. Therefore we define the reference madgl
to be the uniform charge distribution, where the chargeitiena each surface element of the discretization can
be defined as:

N
[m,] = ¢"" = median| H;°/ > " [Z],, (3.66)
j=1

Because un-regularized inversion of data such as in Figdi®)3shows large oscillations of charge amplitude
between neighboring rings, we choose to impose a smoothéelrand defindV ,,, as the first derivative operator.
We note that in that cas&/,,,m, = 0; m, remains useful to define an approximation to the total maguobarge

of the uniform distribution, while the true uniform disttition is identified after solving the optimization problem
of Equation 3.62 and taking the most regularized model, th@oshest model being a uniform one. This subtlety
arises from our finding that these two definitions of the umifenodel can depart from one another when noise
levels are high, thus introducing a bias in Equation 3.66ugh the datdi®c.

The parameteh is chosen to balance the trade-off between the fit to the datateea priori information
introduced through the regularization. There are seveshaus for determining the trade-off parameter (see
Farquharson and Oldenburg, 2004, and references thereéar)this work we adopt the L-curve criterion for
determining the trade-off parameter. The L-curve techmiguolves generating ab — curve or Tikhonov curve
(Pq = f(Pm)), which are the values @b4 and®,, for different values of the trade-off parameter. The optima
A is chosen to be at the corner of the "L” in the Tikhonov curve,,ithe point with maximum curvature. By
adopting this criterion, the data misfit is large enough tooatmodate the presence of noise, while being small
enough to provide a satisfactory solutioriden = d.

We can now write the inverse problem as
minimize @ = |[Wy(Zm —d) ||2 + A\[|[W,,, (m — m,) |3 (3.67)
The solution is obtained by taking the gradient of thand settingyv® = 0:
m’™ = (Z"WIWIZ + \WIW,,.) " (Z"WIWZZd + AW, W,,m,) (3.68)

where we definen”c¢ to be the recovered model.

Figure 3.25 demonstrates the effect of a regularizationhernring model with the same noisy data as in
Figure 3.4(b). The regularized charge model shows a smasiifibdition of charge density along the spheroid, in
sharp contrast with the large amplitudes observed in theegakarized case. Additional experiments with 20, 40
and 60 rings show that the same regularization procedutdsyike exact same distribution. For the remainder
of this study we use 40 rings to discretize the spheroiddbsar as we feel that this level of discretization
is sufficiently fine to model the charge distributions of tiglly complex objects without requiring excessive
computational effort.

The low data misfit and high correlation coefficient betwesm dbserved data and the model prediction
are similar to those of the un-regularized model. HoweVer,dalculated total magnetic charge derived from the
different models differ by several orders of magnitude. pagch model, the unregularized ring model and the
regularized ring model have total magnetic charge valuag efl03, —1.09 x 10! and—2.15 x 10~2, respectively.
For the total magnetic charge to be a stable discriminatiiarmn we must understand how discretization and
regularization affect the total magnetic charge.

Figure 3.26 demonstrates the effect of regularization enatmplitude of the charge density distribution.
At early stages of the regularization (sma)l, charges vary betweer0* and —10* (the top panel). At later
stages, larger values afbring down the amplitude by a factor oves®, shift the peaks of oscillations and force
convergence toward a flat uniform distribution near the eafin,,.
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Figure 3.25: Regularized ring solution for 40 mm projec{d® degrees, 60 cm below sensor). In top central
panel, crosses show the 10-ring solution, the solid redthired0-ring solution using the exact same automated
regularization procedure (described in section 3.6.3)sfiMiexpectancy, correlation and total magnetic charge
exactly coincide for 10-40 rings.

3.6.2 Total magnetic charge and regularization

The left panel of Figure 3.27 illustrates the concept of kveufor the previously exposed case of a 40 mm
projectile at 45 degrees and 60 cm below an EM-63 sensor. Armmommethod for choosing an appropriate
regularization is to pick the one that corresponds to theeroof the L-curve. As regularization becomes larger
the misfit®d4 grows and the charge distribution becomes smoother. Ceslyefor weak regularization the model
can fit the data so well that it also fits noise, and therefooelnes sensitive to noise. The corner of the L-curve is
shown with a star. The large dot represents an alternatbkegaiplained in the next section. The right panel shows
L-curves for the same projectile at different depths andrddtions. For instance, the dashed line corresponds
to a vertical orientation, where regularization plays apamant role on model misfit, as reflected by the larger
variation ofdg4.

The previous sections showed that the total magnetic cltargdepend on discretization and regularization.
This first result is troubling because it contradicts theénclaf Shubitidze that the total magnetic charge can be
used as a classification criterion among UXO, and therefatit should remain independent of object position,
orientation and background noise. Focusing on the methothgd, we study in Figure 3.28 the total magnetic
charge@ during regularization (parametaj for the same 40 mm target as in Figure 3.27. In the left pawel t
object is at 45 degrees. Its total charge, the blue soliceddihe, varies significantly as increases and seems
to converge at a later stage toward the horizontal dashedtlie total magnetic chard@g,,.; for the model with
uniform distribution of charge density. This is expecteddiese the limit case of regularization by smoothing is
a flat uniform model. As in Figure 3.27, the star indicatesrtfuglel chosen for the corner of the L-curved;),
the dot an alternative regularization. Neither of thesa{sainarks any particular position for the Q curve.

We consider different orientations and depths of the sanget& the right panel of Figure 3.28 to further
study the total magnetic charge of the 40 mm projectile. Hamhstyle corresponds to the same cases as in
Figure 3.27. Figure 3.28 shows that each configuration oftdapd orientation generates different variations of
Q during the regularization process. These variationsaget when the inclination of the object is greater, as
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Figure 3.26: Charge distribution on 40 rings along mode$ipgeroid for same 40 mm item (Latitude +90 for
the pole closest to the surface, 0 equator, -90 bottom). a&melp all regularized models, least regularized with
largest amplitude) in log scale froml0~10 to 10°. Lower panel: sampled models for lambda = 4, 24, 123, 641,
3350, 17500 and above. The thick dashed line correspontie tegularization applied for Figure 3.25.
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Figure 3.27: Example of L-curves (i.eby vs. ®,, curves) for a 40 mm projectile. Left panel: object at 45
degrees, 60 cm below sensor. Stars indicate maximum cueydawge dots alternative pick for regularization.
Right panel: black, red and green curves correspond tooshakpth (20-25 cm), the remaining ones to deeper
position (60 cm); black solid line and blue line-dot at 45 e, red dashed and cyan dash-dot vertical, green
crosses and magenta plus markers horizontal.
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illustrated by the red and cyan curves that span severatoodenagnitude with change in sign, as opposed to the
more contained variations for a horizontal position (greersses and magenta plus signs). Furthermore, none of
these Q curves seems to share any common global or locairextrewhicha priori complicates the choice of

Q. Star markers show that choices of R{,) from the corner of the L-curve do not provide a consistehiea
thus a traditional approach to regularization is not combpatvith a unique and invariant total magnetic charge
of the 40 mm projectile.

Searching for common features among Q curves, we consid¢othl magnetic charg®.,,; for the model
of uniform distribution of charge density. The dashed hamial lines in the right panel of Figure 3.28 show
that its value remains similar for all these different posis and orientations, with mean —0.0231 and standard
deviation 0.0024. Could the uniform distribution provideadequate forward model to predict data recorded at
the surface? Detailed analysis reveal that these modelsrated to predicting radial EMI responses, yielding
misfits that are generally too large to qualify them as a@#@ptsolutions taZm = d. This is particularly
obvious for heterogeneous objects that lie in sub-horedgmbsition because their EMI response reflects their
spatial heterogeneity. This test and many more with rea ¢(&me of which are discussed in the next section)
and synthetic data show that the uniform distribution issblgtcharacteristic of an item but a poor forward model.
An alternative choice of regularization is thus warraniectfie forward model.
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Figure 3.28: Total magnetic charge vs. regularizationipatar, same legend and setting as previous figure. Left
panel shows large variations of total magnetic chapgg. during the regularization. The dashed horizontal line
showsQgmc(m,) (also called?)..,,;). Right panel show§.... andQ...,; for different orientations and depth@,,,;

is similar for all cases.

3.6.3 Regularizing for a stable total magnetic charge

The previous section has shown that the corner of the L-cdoes not guarantee an invariant total magnetic
charge whereas a uniform charge distribution providestdesta but a potentially deficient forward model, espe-
cially for sub-horizontal items. In that context, we corgithe best solution to be one that satisfies both) @
close-enough t@),,; and the misfit is of the same order as the noise. Theory andsxéetests with real mea-
surements and synthetic data show that there is always @osoia the first condition because large regularization
imposes smoothness and eventually flatness to the chatgbudisn. Besides, there are often models whose total
magnetic charge approah,,; at early stages of regularization, as illustrated in Figu8 by crossings a.u;
curves by Q curves for small valuesxf These models are potential candidates because theirislesfit without
them fitting noise owing to some regularization. Other pgassiandidates appear as regularization increases and
Q gradually approache3.,,;, before the charge distribution becomes uniform. Pratfjcguantitative values
must be assigned to properly define the notion of approaching
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Method 1

We propose to choose the regularization parameserch that

1Q (N) — Quaill

) (3.69)
and

L <Py < K. (3.70)

2 d 2 .

with E (®4) = 1 if the model fits data but not noise. We applied this methpfirbt settingdelta = 20%, K1 = 2
and K, = 1.5, allowing an error of 20 % 01 and 50% on noise estimate. If there is no solution we firskréla
to 30% and sek’; = 4, Ky = 2, then relax further to = 50%, K; = 8 and Ky = 3.

Method 2

Noise and errors from instruments, measurements and mgdet not necessarily straightforward to assess.
A priori error estimate can be inaccurate and misleading and cagiseettnod above to fail, even though we find
it to perform well most of the time. When it fails we can eithboose the model with Q closestdd,,;, or pick
the corner of the L-curve. In either case we loose controlmmaf the criteria. To circumvent this difficulty one
can assume that the corner of the L-curve provides an adiemtasfit thanks to its balance position in fitting data
and noise, with expectancy @f; is E(®q)P4(Acorer). This is the classical justification for using the L-curve
(e.g Hansen, 1997; Farquharson and Oldenburg, 2004). ifidegtthe corner of the L-curve by its maximum
curvature, we search for a model near that corner and witkahrtagnetic charge close @,,;. Similarly with
the previous method, our search algorithm identifies theleeigation parametex that simultaneously minimizes
the relative difference betweep,,,; and@ on the one hand, and betwegii®4) and®4 on the other hand:

DQ = [maz(Q(N), Quni)/min(Q(N), Quni)) — 1| < dQ (3.71)
DY = |maz(®q, BE(®q))/min(Pg, E(®q)) — 1| < dE. (3.72)

After testing several methods for satisfying both condisiove choose to search for the minimumbE [DQ =
D®|(A) within the tolerance defined by anddE. Variation on the definition of the product of the two
conditions do not offer any gain.

With this second method and estimation of noise through toeirize we find that tighter constraints are
applicable. The method is validated by inversion of syrnthéata (produced with dipole model) and real data
obtained from the USACE-ERDC test stand for 40 mm, 60 mm, 90amdiM42 projectiles, for which two depths
(1 shallow, 1 deep) and three inclinations (0, 45, 90 degrgere surveyed with a 26-time-channel Geonics EM-
63. In the case of real data, the corner of the L-curve prowduetan adequate solution in 19% of inversions
with DQ<12.5%; for the remaining inversions, 38% of cases were witte bound dQ=dE=12.5%, 30% within
dQ=dE=25%, 12% within dQ=2dE=100% and the last 1% within 2@3%6 and dE=75%.

Application of this method to the 40 mm projectile is illisted in Figures 3.27 and 3.28 by the large dots
previously defined as alternative regularization. Extensests presented in the following section confirm the
robustness of the method in a wider setting. Figure 3.28tites the effect of different regularizations for
the inversion of noisy data acquired over a 40 mm UXO at the Ré&gearch test plot. Comparison between
observed data and predictions shows that all models exoefitd most regularized one yield acceptable fit with
the observed data. Differences between the models for e and the chosen regularization are negligible.

Conclusion

We have now established a procedure for regularized irveisi electromagnetic data with SMC that pro-
vides a forward model that closely predicts surface obsensand a stable total magnetic charge derived from
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Figure 3.29: Regularization of field data over a 40 mm UXOutve, Observation and model for different levels
of regularization. Corner of L-curve indicated with a starr chosen regularization with a red dot.
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the uniform charge density. The total magnetic charge ddrwvith this method is independent of the number
of rings used for discretization, would they be 10, 40 or G9thee following applications 40 rings are used to
allow for the complexity of bodies with composite structigeometry, material with different conductivity and

magnetic permeability), while regularization handlesréundancy of parameters.

Alternative avenues of regularization were also explongdnd) our close examination of the surface mag-
netic charge model. We replaced, for instance, the search $mooth model by one that exhibits the smallest
total magnetic charge (replacing the elements of the reigation matrixW,, by the surface area of each ring).
The resulting regularization remained too weak to tempéthmilarge oscillations in charge amplitudes. We also
testedW,,, as the second derivative operat®¥,,, becoming either a rank-2 deficient operator, or a full-rank
matrix when boundary conditions such as null charge beyoadpheroid were applied. These formulations lead
to similar results to those reported for the standard calsekBox types of regularization procedures such as the
MatLab functions Isgnonneg (positivity constraint) antpliog (linear programming solutions) were found to be
less stable than the regularizations discussed abovefdratihgs and patches. Another possible way of control-
ling the charge distribution is decomposition through a&gimumber of simple basis functions (sine-cosine). This
method was tested on a sphere (icosahedron) with two-dioreadd-ourier series truncated to limited modes to
restrict the amount of features in the charge distributR@sults not presented here show that stability of the total
magnetic charge can be achieved with careful choice of &timt. A systematic procedure remains to be formu-
lated. Because modeling an ordnance with a sphere simglifgeigversion problem by removing the orientation
variables, further work is warranted to explore that pdssifvenue.

3.6.4 Stability of the regularization method

Adding controlled noise

Ability of the regularized inversion to produce a model witfisfit || Zm — d|| comparable to noise can be
tested in an environment where noise is controlled. Thisbeatione by considering shallow measuremeHts )
with the 40 mm projectile where signal is high and noise rem#w. Noise can then be arbitrarily added to the
instrument ., %) and to the datae(.», %) according to

- added instrument errol:F = R1 * €t
- added data erroD E = H*® x diag(R2) * €gata
- total added nois&\E = IE + DE,

with R1 and R2 vectors of length)/ with random entries, chosen from a normal distribution witban zero,
variance one and standard deviation odieig(R2) is the matrix with diagonaR2 and zeros everywhere else.
Results are summarized in Table 3.3 and 3.4.

€insty €data || Pa | [[1/Wal| | [AE] | E(®q) | Q Quni_| Corr.
No noise || 28 80 0 0.35 [ -0.0242] -0.0260| 1
500,10 | 100| 84 95 1.0 | -0.0248] -0.0265| 0.9
2000,30 | 323] 73 315 | 3.8 |-0.0252] -0.0253| 0.92
2000,50 | 419 73 496 | 52 |-0.0259] -0.0273]| 0.87

Table 3.3: 40 mm object in horizontal position, 25 cm belowss, 1st time channel®, is model misfit;
IIL/W || is the assigned error (from automated estimate of standaritibn of data and instrument error);
IIAE| is noise added to noise-free datd(®,) is the expected noise as W, departure from 1 means that
automated guess on noise level was inaccurate. The metideéised successful @4 is close to| AE|| andQ

to Quni-

Both tables confirm that even when data are largely corruipyetbise the proposed regularized inversion
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€inst, €data (I)d || ]-/Wd” HAE” E((I)d) Q Quni Corr.

No noise || 82 102 0 0.80 | -0.0253| -0.0254| 1.00
500,10 || 153 92 158 15 -0.0237| -0.0239| 0.98
2000, 30 || 442 99 403 4.1 -0.0242| -0.0246| 0.89

2000, 50 || 715 134 807 4.84 | -0.0413| -0.0277| 0.87

Table 3.4: 40 mm object5° inclination, 25 cm below sensor, 1st time channel.

method maintains (1) stable total magnetic charge, (2) nusfnparable with added noig& E|| and (3) large
correlation between data and prediction. The third columrmth tables suggest that the method for assigning
expected errors in the weighting matrix Wd is not optimal,emtpd errors are generally over-estimated when
noise is low and under-estimated when noise is high. Thigstiming does not, however, affect the performance
of the proposed regularization method, which relies irdtea the corner of the L-curve to identify eligible
models that strike the right balance between model complexid misfit. This property is confirmed by the
general agreement between added noise and misfit with tisehmodel. It is also confirmed that amongst those
eligible models it is possible to select some with total m&gncharge nea).,,,;. Results hold for large amounts
of noise: relative error fof) reache$2% for added noiseg.:. = 50% in Table 3.5.

Noise and regularization for different types of ordnance

Adaptability of the method to different size and shape ofmartte is tested on three additional standard
items: the 60 mm, 90 mm and M42 ordnance. Several orientatiod depths are tried (Table 3.5) with the 1st
and 12th time channels of data collected with a Geonics EMe#3or at the USACE-ERDC Vicksburg, MS test
stand. These items are chosen because the 40 mm, 60 mm and BAwamlistinct sizes, while the 40 mm and
M42 have similar size but different physical properties (4t is made out of aluminum and copper, M42 of
steel). The 1st time channel is taken for its high SNR anddter 12th time channel to illustrate the effect of
high noise levels. Figure 3.30 and 3.31 show results of giwas for data processed with their original noise.
Table 3.6 gathers significant statistics for the total mégroharge derived from the uniform distribution.

Object / Inclination Horiz. 45° Vert. Horiz., 45°, Vert.
Depth Shallow | Shallow | Shallow Deep
40 mm 254cm| 21lcm 24 cm 60 cm
60 mm 60 cm 60 cm 60 cm 100 cm
90 mm 60 cm 60 cm 60 cm 100 cm
M42 258cm| 21.8cm| 25cm 60 cm

Table 3.5: Depth and inclination of measurements over testls

Figure 3.30 shows results for the 1st time channel. In alkfsathe total magnetic charge exhibits large
variations during regularization, except when the itemds horizontal, as previously observed in Figure 3.28.
Choice of the corner of L-curve (star markers) yields urlstadital magnetic charge, especially for 60 mm and
M42 items. Conversely, Table 3.6 show tldat,; obtained with the uniform charge model keeps a stable value
through changes of position, its standard deviation remgiat least five times smaller than the amplitude of
Quni- Use of regularization fof) near@,,; (dot markers in Figure 3.30) provides both stable total retign
charge and adequate fit to data.

Figure 3.31 shows the same four items at the 12th time chawhete signal gets weaker and noise relatively
increases. Examination of SNR reveals that at a shallowhdgeér distinction of the target is possible with SNR
larger than 12. At deeper positions inversion of data rempassible even though SNR lowers to 2—8 (minimum
for 60 mm item horizontal at 1 m below sensor and M42 horiZoat&0 cm below sensor, both shown with
magenta line with plus signs). Study of late time channetsraisy environments suggests increasing separation
between “classic” (L-curve) and “special” (L-curv€4,;) regularization methods when SNR decreases, here
visible for all four items in Figure 3.31. With different clees of the regularization parametgrcan vary tenfold
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Figure 3.30: Variation of Total magnetic char@e,,. during regularized inversion of first time channel for 60 mm,
90 mm and M42 projectiles. For all panels, each curve shi@ws. for a different position/orientation of target
relative to test stand. Horizontal dashed lines slihw; for each case and define the region of stability of the total
charge. Large dots indicat@,,,. for the proposed regularization choice whereas starsibigtilure to obtain
stable charge with corner of L-curve. Positions/orieptadiare given in Table 3.5. Black, red and green curves
correspond to shallow depths, blue, magenta and cyan t@dpepitions; black solid line and blue line-dot at 45
degrees, red dashed and cyan dash-dot vertical, greersmasg magenta pluses horizontal, as in Figure 3.27.

Table 3.6: Mean and standard deviatiorthf,;, the total magnetic charge for uniform distribution of naiired

Uxo/ Quni Mean Quni(Tl) UQuni (Tl) Mean Quni(T12) UQuni(T12)
40 mm -0.023 0.0024 -0.0076 0.0007
60 mm -0.326 0.062 -0.073 0.022
90 mm -0.915 0.114 -0.206 0.051

M42 -0.041 0.007 -0.003 0.0009

surface charge density, at 184 ] and 12th {5) time channels.

Qsmc

Figure 3.31: Total magnetic chargk,,. during regularization for 40 mm, 60 mm, 90 mm and M42. Eactepan
shows all six positions given in Table 3 using the 12th timaratel with the same plotting conventions as previous

figure.
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and even change sign, as observed for the 60 mm and M42, @hileremains stable for all items (Table 3.6).

3.6.5 Detailed analysis of four standard ordnance

Total magnetic charge and time

Total magnetic charge

Time (ms)

Figure 3.32: Total magnetic charge as a function of time b, 60 mm, 90 mm and M42 projectiles, using
EM-63 data from test stand at positions summarized in TabléBe series are shorter for smaller objects because
SNR is too low at later time channels.

As a last test on method stability, regularized inversiod datailed analysis are applied to data sets for
40 mm, 60 mm, 90 mm and M42 standard ordnance at multiple deptti orientations. The Geonics EM-63
sensor acquired data on the USACE-ERDC Vicksburg test sthél time channels (0.18 ms to 25.14 ms), two
depths (one shallow, one deep) and three inclinations (©@%egrees), as in Table 3.5. Figure 3.32 shows the
total magnetic charge as a function of time for all measucedigurations obtained with the proposed regularized
inversion algorithm for NSMC. Several conclusions can tzsar.

e All lines cluster for each object; the recovered total maigneharge is therefore a stable feature and the
inversion is robust;

e Each object has a distinct time evolving total magnetic gbar
e The magnitude of the total magnetic charge scales with theneof the object;

e Objects with different physical properties have differémte decay for the total magnetic charge, as illus-
trated by the M42 and 40 mm items that have similar size bégrdifit material.
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These results suggest clear and stable separation with N&idGhe total magnetic charge for these four types

of ordnance, thus opening the possibility of applying awted discrimination procedures. As a side note, there
is a slight increase of the total magnetic charge for the a@th11th time channels. This effect is only due to a

pervasive instrument bias, not to any physical property ad@ing issue, and would not appear should the sensor
be perfectly calibrated.

Error analysis
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Figure 3.33: Correlation coefficient between observed dathmodel prediction for all time channels, 2 depths
and 3 inclinations (0 for horizontal).

Having established the stability of the total magnetic ghdior the 40 mm, 60 mm, 90 mm and M42 at
various depths and orientations, we examine the qualityrediption of the forward models employed above.
Special consideration is given to correlation, misfit anditstito perform at low SNR. Figure 3.33 shows the
correlation coefficient between the observation and modadiption for all time channels as a function of the
inclination of the item, with the different depths superpisCorrelation close to unity in most cases proves that
model predictions are reliable. The few occurrences of lowedation correspond to late time channels where
data quality is poor. Best performance is achieved for tarigevertical position, in which case the signal recorded
at the surface takes the shape of a simple radial decay awmtfre center of target because UXO are bodies of
revolution. Success when there is central symmetry in tie idanot surprising because our model does assume
central symmetry of charges along the main axis of the modelpheroid (i.e., rings with uniform charge) here
in vertical position, and thus naturally fits the data.

Figure 3.34 measures the misfit of models obtained througprbposed regularized inversion method with
the expected noise estimated from the corner of the L-culwe97% of tested cases misfit lies within a Z5
relative difference with estimated noise, thus proving tha method generally converges.

Figure 3.35 provides the conditions of signal to noise rdwioughout the sets of measurements. SNR varies
by several orders of magnitude for different depths andginheversions are not carried out when SNR is lower
than two or when there are less than ten data with values dbewestimated standard deviation of noise; SNR is
then set to 0. SNR is particularly low at late time channalgtall times for small items placed at greater depth,
e.g. 40 mm, 60 mm and M42. Regularized inversion of NSMC ig éblperform at low SNR and has potential
for use even with highly contaminated data.
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Figure 3.34: Percentage of solutions for whjé@hy (regu)/®q(corner) — 1| smaller than misfit ratiop®) as a
function of time channel. The lowest row shows that if¥56f cases the misfit ratio is below/§ which means
that the misfit for the chosen parameter is within 5% of thahefcorner of the L-curve (assumed best guess for

noise estimation). The next lines show that/78f cases are below ¥0 misfit ratio, 9%% below 25%, 99.5%
below 50% and 100% below 100%.
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Figure 3.35: Square root of signal to noise ratio. For eastm,jtthe first three columns correspond to shallow
positions, the next three to deeper positions, where SN&Werl SNR=0 at later time channels if too few data
for inversion (22 of cases), SNR2 otherwise. Inversion was successful even for SNR as low as 2
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3.7 Application of the regularized NSMC

3.7.1 Time domain analysis of standard items

Fifteen standard ordnance were measured at the USACE-EREXSHrg test stand using a Geonics EM-63 time

domain sensor to test and develop the capabilities of cuEkh forward models. These ordnance span a wide
range of sizes, from 155 mm to 20 mm projectiles, and diffenegterial. Data were taken at two depths and three
orientations, as in the previous section. Figure 3.36 sHotes magnetic charge for all these items. To avoid

saturating the figure only the median among all positionaeaheime channel is displayed. Not shown here, the
distribution of total magnetic charge with time when deptld arientation has similar standard deviation as the
four items presented in the previous section. This illuesghat the method of deriving the total magnetic charge
is stable for all types of ordnance at hand.

Several observations can be made. The amplitude of totateti@gharge decays with time as the amplitude
of the scattered field does. At early time, the magnitude efttial magnetic charge scales with the size of the
ordnance. At later times, the charge signal reflects otragegties of ordnance (shape, material). The latest time
channels are not inverted for small items because the sigtab weak. The forward model provides adequate
fit to data and high degrees of correlation between obsen&tnd predictions are achieved. All data were
successfully inverted on the same size of spheraigriori information on the size of the object to model is
therefore not required.

These results indicate that the time-evolving total magrattarge acts as a unique signature for each type
of ordnance. For instance the 37 mm, MK118 and BLU26, whickrersmilar diameters but different material,
length and density, have similar amplitudes at early timenciels whereas their relative charge varies with several
orders of magnitude beyond the 15th time channel. A prehmyirattempt to quantify the degree of separation
between each class of ordnance is presented in Figure 388imple canonical analysis as in Beran (2005),
using the first 18 time channels. In the left panel most of tugability recorded amongst all test stand data for
the 15 ordnance can be summarized with two eigenvalues atgréevectorsccl andc2. The resulting two-
dimensional spacecl — xzc2 (right panel) of Figure 3.37 has total charges correspanttirdifferent positions
for each ordnance cluster and separate from those of otdeance. The NSMC appears to be suitable for
discrimination algorithms. Further work is warranted tdragt the most relevant information out of the total
charge distributions and to deal with complex situatiomghsas discrimination with incomplete time series of
total charge.

As a further discrimination test, a series of cylinders waeasured over the USACE-ERDC test stand in the
same conditions as the standard ordnance to study their &ybnse and test models. These six cylinders were
chosen to be solid or hollow, short or long, made of steel @amaum. Their total magnetic charge is presented
in Figure 3.38, along with three large fragments of 105 mm HE&unds. Comparison with Figure 3.36 shows
that the charge of these cylinders has a smaller time detaywhich distinguishes the cylinders from their UXO
counterparts. The fragments of 105 mm also produce didtiteitcharge.

3.7.2 Frequency domain analysis of standard items

Data were also collected with a Geophex GEM-3 sensor at th®0ESERDC Vicksburg test stand to test the
models’ ability to perform with frequency-domain electragmetic data. The sensor provides the real and imag-
inary part of the signal sampled at 10 frequencies from 901@10 Hz. Data were processed and inverted by
taking the modulus of data for every time channel so that &nga reached maximum value directly above target,
easing comparison with uniform charge distribution modatmt the exact same regularized inversion procedure
as for time domain could be applied. Information on phasemeasised. Results are presented in Figure 3.39.

The regularized inversion of NSMC performs as well in thejérency domain as in the time domain. Pre-
dicted total magnetic charge is consistent for differergif@ns and orientations of the item. The data misfit is
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Figure 3.36: Total magnetic charge of 15 standard ordnaseefanction of time. Data acquired over test stand
with EM-63 sensor at 26 channels. Only median is shown faitglestandard deviations similar to those of
Figure 3.32. Note: there are 2 types of 81 mm items, the ATC\dmigtana.
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Figure 3.37: Canonical analysis of the 15 standard UXOs showrigure 3.36. Left panel: eigenvalues. Right
panel: representation of features from total magneticggwataken at different depths and orientations in plane of
the two first eigenvectors.

close to expected noise and correlation coefficients asedio unity, but those details are not presented here.
The method is therefore robust and the magnitude of the ¢btaige scales with the size of objects. Canonical

analysis presented in Figure 3.40 confirms stability of ¢l tmagnetic charge obtained by regularized inversion,

and shows that each class of UXO has a distinct signature elndds to a different part of feature space. These

results show similar performance for regularized invergib the surface charge model can indeed be expected
for time domain and frequency domain electromagnetic itidnebased identification of ordnance.

3.7.3 Application to field data

The following presents a series of preliminary tests to ss#ee type of difficulties the regularized inversion of
NSMC would face when confronted with field realities.

Discrimination by total magnetic charge

Most of our development work on the regularized inversioN&MC presented so far is based on test
stand data, which offers a mostly noise-free environmesta Airst step toward dealing with real site conditions,
inversion was performed on data collected over a test plihteaBky Research center in Ashland, Oregon, where
a series of standard UXO were seeded. Data were acquirecawiliM-63 sensor in cued interrogation mode,
that is a stable platform with fix stations, as opposed toegelar dynamic acquisition mode of real survey. Data
used here were taken 40 cm above the surface, slightly htbharthe position of the sensor on its cart, which
partially reduces the electromagnetic response of the etagsoil. The following analysis includes a uniform
background as additional parameter in the inversion toestaivthe additional EM effect of soil.

Inversion results for three unknown targets, for which theifion was estimated by other means, are pre-
sented in Figure 3.41. Thick lines show their total magneiiarge (derived from the field data), thin lines recall
the total magnetic charge obtained from the test stand, Rigiure 3.32. Recovered total charges clearly overlap
with their test stand counterparts; all three items aretifiled despite significant noise that corrupts late time
channels. Results for the 40 mm and 60 mm ordnance are unaousidor all time channels, whereas the M42
drifts toward a 40 mm-type response at later times. Work agpess is trying to address that issue.
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analysis of Figure 3.40.
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Figure 3.40: Canonical analysis on GEM-3 data for 13 claskiésms. Left panel: total magnetic charge obtained
for all positions measured on test stand. Central panetngajues. Right panel: representation of features from
total magnetic charges taken at different depths and atient in plane of the two first eigenvectors.

Total magnetic charge

10 10
Time (ms)

Figure 3.41: Field test of NSMC. Total magnetic charge foe¢hburied items, shown in thick lines, overlaid on
top of the total magnetic charge derived for the same ordnandest stand.
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As a side note, inversion of field data proved to be benefioraife development of our inversion procedure
because it forced a clear definition of the uniform distiidit When regularization was introduced (Section 3.6),
the uniform charge distribution was taken as the medianediitribution ofH;° /% ; Z, ;, the ratio of the measured
scattered field and the sum of rows in the modeling matrix. die&ibution and median change when noise and
background value increase. The most robust mean of defihengrtiform charge distribution is that of the upper
end member of regularization. This definition of the unifocharge proves to be far more robust because the
regularization process removes the effect of noise. Fuekamination of field data shall confirm the success of
the method.

Effect of position on total magnetic charge

Defining the center of a target for EMI modeling is not stréfigiward because ordnance have complex
shapes and include different material. In SMC modelingnarate are represented by a spheroid, the center of
which does not necessarily coincide with that chosen fardeesid measurements. This leads to positional un-
certainties for inversion of test stand data. Addressiiad idsue and others regarding definitions of orientation,
we conducted a simple sensitivity analysis and found thatdkal magnetic charge obtained by NSMC showed
negligible sensitivity to horizontal positioning errorthvin 15 cm and to any amount of error in azimuthal direc-
tion. The misfit, however, greatly increased when such sroocurred and therefore provided a good tool for
estimating the correct parameters.
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Figure 3.42: Effect of depth on the total magnetic chargepddpanel: charge vs. time; lower panel: correlation
between observation and prediction.

Depth is a more complex issue that requires particular tdtenFigure 3.42 shows the effect of modeling
the wrong depth on the total magnetic charge of a 40 mm UXO.ugiper panel shows the charge, the lower
panel the correlation between the data and forward modeligirens. The total charge is found to vary in a
predictable manner by a factor two for a 10 cm increment iticardirection, expectedly increasing upward and
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Figure 3.43: Percent change of the total magnetic charge tgemodel depth is offset from the true depth.

decreasing downward with respect to the correct locationredver, the charge presents exactly the same time
decay at all modeled depths. Given the large separationeleetithe total charge and the distinct decay rates of
each UXO, this result suggests that 10—-20 cm errors in deptidabe no impediment for identifying the buried
item. From there, recognizing the buried item can add a cainston the inversion to recover the correct burial
depth. The lower panel shows that the correlation coefficighich reflects the data misfit, is only moderately
but consistently affected by the depth error.

Figure 3.43 shows a first attempt to generalize that study:6BNest stand data are inverted adding an offset
to the true depth (vertical axis), different settings of tthe@nd orientation for each targets are indicated on the
horizontal axis, only the first time channel is presentece fital charge varies by 50-100% within 10 cm of the
true position, which confirms results for the 40 mm ordnari@etailed examination through formal sensitivity
analysis is warranted to reinforce that preliminary res@bnfirmation of that effect would make the NSMC
method a potent tool for UXO identification and discrimioati

3.8 Conclusion

In this chapter we conducted a detailed examination of tmmalized surface magnetic charge model to apply it

to electromagnetic data. With the goal of using the totalme¢ig charge, the integral of surface magnetic charges,
as a criterion to identify and discriminate buried ordnaagainst clutter, we particularly focused on the stability

of TMC for multiple orientations, depths, times and sengpes. Because the inverse problem is ill-posed, direct
inversion is unstable and requires regularization. Wedddkr a physical basis to carry on that regularization and
investigated the properties of the normalized surfacegehdistribution at the surface of a spheroid enclosing an
ordnance. We found that the distribution varied under dkffi¢ directions and positions of excitation. When data
are collected in real life, targets are illuminated undeesa directions, therefore some sort of averaging of the
charge distribution occurs. This theoretical consideratcoupled with extensive empirical analysis of synthetic

and test stand data taken at multiple depths and angles, tiedige conclusion that the most stable feature of the
surface charge distribution and its total charge is theounifcharge distribution obtained by averaging. This result
forms the basis of a regularization procedure that idestdiédorward model that simultaneously (1) produces a
high correlation coefficient between observation and pteah, (2) balances the misfit (not fitting noise) and the

complexity of the charge distribution, and (3) producestaltmagnetic charge close to that of a uniform charge
distribution.

The method was tested on data collected with the Geonics Elslr@ Geophex GEM-3 sensors over 15
standard ordnance, 6 types of cylinders and clutter at plaltiepths and orientations with the help of USACE
at the ERDC test stand in Vicksburg, MS. We proved that the toagnetic charge derived from this regularized
inversion protocol was a robust and stable feature for egw of target with both time-domain and frequency-
domain types of data. We also found that the amplitude anel decay of TMC differs for each class of ordnance
and cylinders and reflects the size and electromagnetieepiep of their material. A simple canonical analysis
confirmed the clear separation between the TMC featured ofdilance.

Preliminary tests were also done to assess the robustn#éiss ofethod with noisy field data and the sen-
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sitivity of target positioning error. Inversion of field dataken at the Sky Research test plot was successful at
identifying buried items despite the high noise generatethe magnetic soil. Sensitivity analysis when the target
position and orientation were altered showed that largg®im horizontal position and azimuthal direction do not
affect determination of TMC. In contrast, the amplitude MCT scales with depth error while time decay remains
unaffected, thus allowing possible identification of they&t despite depth error. Further work to systematically
investigate these effects and others is warranted andetktaithe following Conclusion chapter.
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Chapter 4

Discussion and Conclusions

4.1 Objectives

Initially, the objective of this research project was to lgppe Method of Auxiliary Sources as a modeling tool
for inversion of UXO sensor data. Through comparisons betwaeasured data, analytical solutions, and data
predicted by MAS, we found that MAS was able to accurately ehdde EMI response of compact metallic
objects such as UXO over a large frequency range extenditigetstatic case (Beran, 2005, Chapter 2). The
ability to model over such a wide range made the MAS an attachodeling technique for joint inversion of
multiple data sets. Practical considerations such as timpgtational time required by MAS to calculate sensor
data prevented us from applying MAS for inversion purposdswever, its quality as a physical model lead
us to revise the objective of this study to evaluate the piatieaf two modeling techniques derived from the
MAS framework: the Standardized Excitation Approach arelSkrface Magnetic Charge model. We tested the
methods for their performance as forward modeling techaigasessed as their ability to predict the data, provide
stable feature vectors that are unique to the target ancsbmftne perspective of field application. Although both
SEA and SMC are based on magnetic charge distributionsyépegsent two fundamentally different approaches
to UXO discrimination. We envision the SEA as part of a lilgrar hypothesis testing technique, whereas SMC
would be used in a parameter estimation/statistical ¢leasbn scheme.

4.2 The Standardized Excitation Approach

In the SEA, the fundamental step is to build up an RSS thaesgmt target attributes (size, shape, and EM param-
eters). We employ the MAS to generate the RSS for a candidd@ Whose geometry and physical quantities
are the inputs for the process. The geometrical parameterskbdained by either digitizing or approximating
equivalent cylindrical sections for a composite objecte Tonductivity and magnetic permeability of each sec-
tion are estimated using measured data. The MAS code is theth to determine the source distribution for
different spheroidal modes. There is significant compaoiteti effort required to generate the RSS and therefore
it cannot be used in a parameter estimation sense, i.enadtigasonable to invert sensor data for an RSS (which
would subsequently be part of a feature vector to be inputdassification algorithm). However, once the RSS
is generated, the computational times are relatively quitie SEA/RSS approach lends itself to a library or hy-
pothesis testing technique for discrimination. Discriatian is thus achieved by determining which target within
the library has the greatest likelihood in producing theraaly.

For this study we developed an RSS library for 9 UXO. Testiag wompleted to determine the number of
spheroidal modes sufficient for modeling transmitter figldaerated by loop sensors. The ability to model both
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frequency and time domain data was confirmed by comparingetimgdresults to Geophex GEM3 and Geonics
EM63 data collected on a test stand. A simple library basedridnination technique was tested on GEM3
test stand data. An inversion algorithm for determiningropt location and orientation for a given UXO is in
development.

Some SEA issues were identified during our investigation:

e Improving the method of estimating conductivity and permeaility for a composite UXO

When developing the RSS, the conductivity and permeabildgyencalculated from a single sounding of
GEMS3 data collected over a horizontal target. A trial andeprocedure was used to determine perme-
ability and conductivity. Data collected on a line along kegth of the target were used for evaluating the
suitability of the permeability and conductivity estimatd-irstly, the material properties for an heteroge-
neous target should not be determined from only a singledingnvhen additional spatial data is available,
or could be collected. Secondly, this process should bemefiated as an inverse problem to determine the
material properties in an optimal way.

e Further testing is required to determine the optimal number of charge rings

We chose 12 rings for the RSS based on limited measuremeaots thdit we have access to data acquired
on the USACE-ERDC test stand, we can determine the numbergs required by the method.

e Optimizing code for reducing forward modeling times

The non-optimized, research code used in this report reduilose to 7 seconds to model a RSS for a
single sounding of 13 frequencies. These computations garegd out on a Pentium 4 3.2 GHz processor.
Preliminary code improvements have reduced the time tajjudér three seconds. Further inefficiencies in
the code are yet to be fixed. Eventually, The real high-sp&stl @mputation might be implemented via
parallelization.

¢ Developing algorithms for inverting location and orientation

The method tested in this report determined location arehtation by simply trying numerous depths and
orientations. Although code was developed for invertincateon and orientation for a given RSS, it was
not mature enough by the end of the study to evaluate its acgand feasibility for real data.

4.3 The Surface Magnetic Charge Model

The SMC approach is used to predict the EMI response of a liget@ject by assuming that the scattered field
measured by sensors at the surface originates from a magtetige distribution on a fictitious spheroid that
encloses the target. Once the surface is determined, theletbdata is a linear function of the charge distribu-
tion on the surface. The forward modeling is very fast andrdfore, sensor data can be inverted for the charge
distribution. The sum of the charge distribution, i.e., thi&l surface magnetic charge, can be used for discrimi-
nation. Difficulties arise, however, because determinigdurface magnetic charge distribution is an ill-posed,
under-determined problem. The SMC inversion problem regusignificant regularization in order to produce
stable results for the total surface magnetic charge. @féat was invested in the reported study to gain better
understanding of the magnetic charge distribution andradaogly device a stable regularization procedure.

Some SMC specific issues were identified during our invetstiga

e The Normalized Magnetic Charge distribution is dependent orthe angle of excitation

We showed that the normalized charge distribution changésesangle of the primary field changes. Con-
sequently, the total normalized magnetic charge, sugdést&Shubitidze et al. (2005a) as a discriminant,
will also vary. In order for the total normalized magneticagle to be a more stable discriminant, data
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should be taken such that there are numerous excitatioesnbiata collected in this manner would pro-
duce a total normalized magnetic charge that representavandging” of the normalized charges over all
excitation directions. This type of data could be colledigda single transmitter loop in low noise con-
ditions collecting multiple soundings (such as a test gtaodby "steering” the transmit field by using
combinations of transmitter loops, or by changing the d&ton of a single loop.

Regularized inversion for a stable Total Magnetic charge is pssible with high quality data

We proposed a regularization method for SMC inversion shahthe TMC is stable for high quality data
collected over a test stand, and for measurements takerddteight above a magnetic soil. As mentioned
above, the SMC method is data dependent. Therefore, siondaguch as Monte Carlo and inversion of
lesser-quality field data would be useful for covering a widage of conditions and determining the data
fidelity required for this method to succeed.

Time decay of Total Magnetic Charge is ordnance specific

Every type of ordnance and cylinder that we have tested shfaws a different signature. This is confirmed
by preliminary canonical analysis and suggests the higbrniatl for discrimination of UXO through their
TMC. In-depth review of available statistical classificatimethods and development of procedures to deal
with incomplete recovery of the TMC curve are warranted.

Sensitivity to location—orientation parameters

Preliminary tests suggest that the correct TMC can be iefieeven when the modeling spheroid has an
inaccurate horizontal position<(10 cm) or with large errors in azimuthal direction. Depth erappears

to affect the TMC in a predictable and consistent manned ¢&ina¢ channels, thus helping with the identi-
fication of buried ordnance despite modeling positionadrerDetailed sensitivity analysis is warranted to
systematically explore this effect and that of data posélerror.

If target depth is known, a sphere or a plane can be used to detmine the total magnetic charge

There is a tremendous amount of flexibility in the SMC moded.séich, we have found that the shape of the
magnetic charge surface does not need to conform closehettatget, i.e., multiple spheroids smaller or
larger than the target can be used to model charges. Restijtsasented here also show that if we choose
a sphere or a simple horizontal plane to model the chargetdison and determine the TMC, we can (1)
still fit the data well, and (2) eliminate the need to detemrtime target orientation.

Inversion Algorithms for Location and orientation needs further development

In this study the location and orientation of the target wigsmy although simple algorithms were tested to
optimize the horizontal position to correct for the dis@egy between the center of a ordnance as defined
in the field and the center of the modeling spheroid that mizesidata misfit. A procedure to deal with
the non-linear part of data inversion, i.e., identificatidposition and orientation, remains to be developed
and tested. At this point it also remains unclear whethea da¢ needed at two elevation to accurately
determine all UXO parameters, as in Shubitidze et al. (2085yhether full non-linear inversion of data
at a single elevation would be possible.

4.4 Outlook

The work presented here has demonstrated that both the SSfRd SMC approaches have potential to improve
UXO discrimination. However, a substantial research aneld@ment effort must be undertaken before these
techniques can be applied to the real world UXO problem. Vésemted some of the concerns specific to the
performance and suitability of each method. Addressingdlm®ncerns, the next logical steps would include:

e Comparison to Dipole Models

The dipole model is the most commonly used technique for UXriinination problems. In this study,
we did not investigate if the SMC and SEA methods would regmea significant improvement to dipole
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based methods. The SMC and SEA can model the non-dipolaramengs of the secondary field. This
suggests that the spread of feature parameters for a SMQO#gH&l would be relatively smaller than for
dipole parameters. We would expect that for a library basscrichination approach the RSS would be
more suitable than the dipole model due to the ability to nam@urately model the data. The SMC model,
however, is very flexible and, since a significant amount gltarization needs to be injected into the
problem, the inversion for a charge distribution is mucls lstsaightforward than a dipole inversion. Now
that a method for recovering the charge distribution has lestablished, comparisons to the dipole models
discrimination ability can be carried out.

e Sensitivity analysis

For both the SEA and SMC techniques it is critical to deteenime data fidelity required for application

to practical discrimination purposes. For the SEA, we ne@edetermine a threshold for the misfit (or

correlation) to the measured data below (or above) whichlagssify anomalies as not coming from targets
within our library. For the SMC, analysis has to be completeat determines the quality of the total

magnetic charge estimates as a function of signal to notgeasa well as data coverage, positional error,
and other survey/instrument characteristics.

e Multiple Targets

The data considered in this study were from single, isolttagbts. Provided that the response of two UXO
targets are linear, the RSS can easily model the total regp@md interpretation techniques based on the
RSS can be developed. Nevertheless, the overlapping szefidrXO plus clutter would be challenging

to the SEA techniques. The ability for the SMC to be effectivea multiple target scenario is an open
guestion.

e Geologic background

A geologic background signal prevented us from processatg dollected at the Sky Research UXO Test
Site. Since the data were collected in a cued interrogatida §.e., a small 2 m x 2 m area), we need to
incorporate a soil background signal into our analysis.

We believe that if the above research can be carried out,ttieefull potential of the SEA and SMC tech-
nigues can be realized in UXO discrimination surveys.
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