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This report details basic validation of our physics-based EMI models against data collected by the NRL TEMTADS system. The data was collected under laboratory-type conditions using artificial spheroidal targets. The models are essentially exact for these types of targets, and enable detailed comparison of theory and data in support of both model validation and measurement platform characterization.

I. INTRODUCTION

This document details successful validation of our physics-based “mean field” and “early time” approaches to modeling of time-domain electromagnetic (TDEM) responses of compact, highly conducting targets. Specifically, we apply our methods to the analysis of laboratory-style data collected by the NRL TEMTADS system using artificial spheroidal targets. The models use the detailed system parameters (transmitter and receiver coil position, orientation, and geometry; transmitted pulse waveform; target position, orientation, geometry; target conductivity and permeability) to generate first principles predictions for the measured time-domain voltages. The models are designed to be essentially exact for spheroidal targets, and, as described in the remainder of this document, the remarkable agreement between measurements and predictions strongly supports this conclusion.

The outline of the remainder of this document is as follows. Details of the EM theory underlying the models, and their numerical implementation, will be detailed elsewhere, but a basic overview is given in Sec. II. In Sec. III the basic parameters of the NRL TEMTADS system are detailed. In Sec. IV model predictions are compared with TEMTADS data for spherical targets, for which an exact analytic theory also exists (Sec. IV A); prolate (elongated) and oblate (discus-like) spheroidal targets (Sec. IV B). Finally, conclusions and directions for future work are presented in Sec. V.

II. MODELING BACKGROUND

The essence of the TDEM induction measurement is sketched in Fig. 1. The transmitter loop current pulse generates a magnetic field in the target region. This changing applied field, especially as the pulse terminates, induces currents in the target, generating a scattered magnetic field. The decaying scattered field, following pulse termination, induces the measured voltage in the receiver loop.

There are three different regimes that one may identify in the voltage time traces: early, intermediate, and late time. At very early time, immediately following pulse termination, the currents are confined to the immediate surface of the target. The initial diffusion of these currents into the target interior leads to a power law decay \(1/t^{1/2}\) for nonferrous targets, \(1/t^{3/2}\) for ferrous targets [1, 2]. At intermediate time, as the currents penetrate the deeper target interior, the power law crosses over to a multi-exponential decay, representing the simultaneous presence of a finite set of exponentially decaying modes. Finally, at late time only the single, slowest decaying mode survives.

At intermediate- to late-time our mean field algorithm models the dynamics by computing as large a number as possible of the modes, and determining the excitation level of each. At early time, the power law arises from a superposition of an essentially infinite number of exponentials, and a complementary theory, based on the detailed dynamics of the initial very thin surface current sheet, has been developed instead.
A. intermediate- to late-time modeling: mean field approach

The solution to the Maxwell equations allows one to represent the electric field following pulse termination as a sum of exponentially decaying modes,

$$E(x, t) = \sum_{n=1}^{\infty} A_n e^{(n)}(x) e^{-\lambda_n t} \quad (2.1)$$

where $\lambda_n$ are decay rates, $e^{(n)}$ are mode shapes, and $A_n$ are excitation coefficients. The first two are intrinsic properties of the target, analogous to vibration modes of a drumhead. Only the excitation amplitudes actually depend on the measurement protocol.

As time progresses, modes with larger values of $\lambda_n$ decay more quickly, and so at any given time $t$ the signal will be dominated by some finite set of modes, namely those modes with $\lambda_n \lesssim 1/t$. At very late time, $t > 1/\lambda_1$, only the slowest decaying mode contributes, and the signal becomes a pure exponential decay. Thus, the earlier in time one wishes to model quantitatively, the greater the number of modes that are required. The ultimate limitation turns out to be the rate at which the excitation in pulse is terminated. If the pulse is turned off on a time scale $t_r$ (see Sec. III B), then only modes with $\lambda_n \lesssim 1/t_r$ have substantial amplitudes $A_n$, and a finite set of modes suffices for a full description of the target electrodynamics. However, for large targets, this may require many thousands, or even tens of thousands, of modes, which is beyond current computational capability. However, the early time power law regime may extend out to 1 ms, or even 10’s of ms, and we will see that a few hundred modes is more than enough to overlap this regime. The early time (see Sec. II B) and mean field approaches may then be combined to fully describe the target dynamics over the full measured time range.

Using the mode orthogonality relation,

$$\int d^3x \sigma(x) e^{(m)*}(x) \cdot e^{(n)}(x) = \delta_{mn}, \quad (2.2)$$

where $\sigma(x)$ is the conductivity, the excitation amplitude can be shown to be given by

$$A_n = I_{T}^{(n)} N_T \int_{C_T} e^{(n)*}(x) \cdot d\mathbf{l}, \quad (2.3)$$

in which the transmitter loop has been approximated by an ideal 1D loop $C_T$ with $N_T$ windings, and

$$I_{T}^{(n)} = -\int_{-\infty}^{0} dt e^{\lambda_n t} \partial_t I_T(t) \quad (2.4)$$

depends on the history transmitter loop current $I_T(t)$ up until the beginning of the measurement window, taken here as $t = 0$. To gain some intuition, a single perfect square wave pulse of amplitude $I_T^0$ and duration $t_p$, one obtains

$$I_{T}^{(n)} = I_T^0 (1 - e^{-\lambda_n t_p}). \quad (2.5)$$

For a mode that decays rapidly on the scale $t_p$, one has $\lambda_n t_p \gg 1$, and $I_{T}^{(n)} \approx I_T^0$. For a more slowly decaying modes, $I_{T}^{(n)}$ will have a strong dependence on $t_p$ and $n$. In fact, for large targets one may actually encounter the regime $\lambda_n t_p \ll 1$ [e.g., $t_p = 25$ ms and $t_n = 1/\lambda_n = O(100$ ms)] where $I_{T}^{(n)}$ will depend not only on $t_p$, but on previous pulses.

Finally, the measured voltage takes the form

$$V(t) = \sum_{n=1}^{\infty} V_n e^{-\lambda_n t} \quad (2.6)$$

in which, approximating the receiver as well by an ideal 1D loop $C_R$ with $N_R$ windings, the voltage amplitudes are given by the line integrals

$$V_n = A_n N_R \int_{C_R} e^{(n)}(x) \cdot d\mathbf{l}. \quad (2.7)$$
FIG. 3: Illustration of the early time evolution of the surface density depth profile from the target surface for nonmagnetic (left) and magnetic (center) targets, beginning from a delta-function initial condition (perfect step function pulse termination). Distance $R = r/L$ is scaled by the target size, time $\tau = t/\tau_D$ by the diffusion time, so that $k$ here corresponds $k\kappa\sqrt{\tau}$ in (2.11), and is essentially the permeability contrast $(\mu - \mu_0)/\mu_0$. The profiles are plotted for a sequence of 26 equally spaced scaled times $10^{-4} \leq \tau \leq 0.05$ (earlier times corresponding to narrower profiles). The nonmagnetic profile exhibits a pure Gaussian spreading into the target interior, while the magnetic profile is much more complex due to the surface magnetic boundary condition. Its maximum is pushed inwards from the boundary, and decays more rapidly with time. The right plot shows the time trace for the current density at the surface, $R = 0$, and is essentially the profile $H(k\kappa\sqrt{\tau})$, equation (2.12), which appears in the measured voltage (2.11). For $k = 0$ (solid blue line) the $\tau$-dependence follows an exact $1/\sqrt{\tau}$ power law. For $k > 0$ (solid red line) the $\tau$-dependence crosses over from the identical $1/\sqrt{\tau}$ form at early-early time to the $1/\tau^{3/2}$ power law (dashed red line) at late-early time [the asymptotic forms displayed in (2.12)].

Equations (2.3)–(2.7) provide all the required ingredients for generating predicted data based on a target and measurement platform model. Our “mean field” numerical code divides naturally into two parts.

The internal code solves the Maxwell equations to produce the intrinsic mode quantities $\lambda_n$ and $e^{(n)}$ for a range of expected targets. With increasing $\lambda_n$, the modes have more complex spatial structure, and finite numerical precision means that only a finite set (a few hundred) of slowest decaying modes are actually produced.

The external code uses the mode data, along with the measurement platform data, to compute current integrals (2.4), the line integrals in (2.3) and (2.7), and then combines them to output the voltage amplitudes $V_n$ and hence the time series (2.6). Note that the line integral computation requires full knowledge of the relative position and orientation of the target and platform.

For high precision, the internal code can take anywhere from minutes to hours to produce mode data for a single target. However, given this data, the external code takes at most a few seconds produce the full predictions. Pre-computation and storage of a rapidly accessible database of target data is therefore essential.

B. Complementary early time modeling

For a rapidly terminated transmitter pulse, the external electric field, and induced voltage, display an early time power law divergence [1, 2] (saturating at very early time only on the scale of the off-ramp time $t_r$ [4]). The boundary between the intermediate (multi-exponential) and late time (mono-exponential) regime occurs at the diffusion time scale

$$\tau_D = L^2/D$$

(2.8)

where $L$ is the characteristic target radius, and $D = c^2/4\pi\mu_0\sigma$ is the EM diffusion constant—this is the time scale required for the initial surface currents to diffuse into the center of the target. The early time regime corresponds to times $t \ll \tau_D$ (say, $t < \tau_D/100$), beginning deep into the multi-exponential regime where many (e.g., hundreds of) modes are excited. In this regime, for non-permeable, or weakly permeable targets ($\mu \simeq \mu_0$), one obtains the simple power law prediction [1]

$$V(t) = V_c/t^{1/2}, \quad t \ll \tau_D,$$

(2.9)

with all of the target and measurement parameters encompassed by the single amplitude $V_c$, whose computation requires the solution of a certain Neumann problem for the Laplace equation in the space external to the target.

For permeable targets, a new magnetic time scale

$$\tau_{mag} = \tau_D(\mu_b/\mu)^2$$

(2.10)

emerges. For ferrous targets, $\mu/\mu_0 = O(100)$, and $\tau_{mag}/\tau_c = O(10^{-4})$ is tiny, and the early time voltage has a more complex magnetic surface mode structure,

$$V(t) = \sum_{n=1}^{\infty} V_n^c H(\kappa_n \sqrt{t})$$

(2.11)

where the $\kappa_n$ are surface mode eigenvalues, and the mode...
around red patches). Calculate clockwise around blue patches, and counterclockwise of multiple, oppositely oriented current vortices (which circulate clockwise around blue patches, and counter clockwise around red patches).

Figure 3 illustrates the important features of the early time modeling, including the complex evolution of the surface current depth profile [which extends $H(s)$ to a function of both time and space [2]] that ultimately gives rise to the externally measured voltage (2.11).

The surface modes are special surface current profiles (see Fig. 4) that, instead of decaying exponentially, evolve according to the universal function $H(s)$ (see Sec. IV). They and the $\kappa_n$ are solutions to an eigenvalue problem defined on the surface of the target [2]. They may be determined analytically only for spherical targets, where one finds

$$\kappa_l = l/\sqrt{\tau_{mag}}, \quad l = 1, 2, 3, \ldots, \quad \quad (2.13)$$

each $(2l + 1)$-degenerate, with $\tau_{mag} = 4\pi\sigma\mu_b a^2/\mu c^2$, where $a$ is the radius. The amplitudes $V_n^s$ again require a solution to an external Laplace-Neumann problem.

Unlike the bulk, exponential modes, under most conditions, only a very few surface modes are excited. The initial surface current pattern more-or-less follows the shape of the magnetic field generated by the transmitter coil. Unless the target is close to the coil, this field is fairly uniform, and the corresponding surface current density is fairly uniform as well, and can then be represented by the first few (two or three) modes. There is a very heavy numerical overhead in computing these modes and their excitation amplitudes, all in pursuit of predicting the rather limited information content of just a few coefficients. Given the success of extending the mean field predictions into the intermediate-early time regime, we have therefore found that it is much more efficient to extend the voltage curve by fitting the data at intermediate times to a one or two term series of the form (2.11), estimating $\kappa_n \approx 1/\sqrt{\tau_{mag}}$ for the first few modes. Although this precludes quantitative predictions at early-early time, it provides an enormously useful qualitative confirmation that the functional form $H(s)$ accurately describes the data.

$$H(s) = \frac{1}{\sqrt{\pi s}} e^{s^2} \text{erfc}(s)$$

$$\approx \begin{cases} \frac{1}{\sqrt{\pi s}}, & s \ll 1 \\ \frac{1}{2\sqrt{\pi s}}, & s \gg 1, \end{cases} \quad (2.12)$$

where $\text{erfc}(s)$ is the complementary error function, interpolates between a $1/t^{1/2}$ power law at early-early time, $t \ll \tau_{mag}$, and a $1/t^{3/2}$ power law at late-early time, $\tau_{mag} \ll t \ll \tau_D$. For large ferrous targets, this latter interval is very large, and may, in fact, accurately represent the signal over nearly the entire measurement interval (see Sec. IV).
with individual pulse length \( t_p = 25 \text{ ms} \); very rapid exponential time constant \( \tau_1 = 2.5 \text{ \mu s} \) over the interval \( 0 < t \leq t_1 = 10 \text{ \mu s} \); superposition of much slower exponential time constants \( \tau_2 = 0.33 \text{ ms} \), \( \tau_3 = 4 \text{ ms} \) over the interval \( t_1 < t \leq t_p \); and linear off-ramp time \( t_r = 10 \text{ \mu s} \)

The second half of the full bipolar pulse, beginning at \( t = 2t_p \), is the same as the one above, but inverted. The current amplitudes are \( I_1 \approx I(t_1) \approx 2.3 \text{ a} \), \( I_2 \approx 3.7 \text{ a} \), and \( I_{\text{max}} = I(t_p) \approx I_1 + I_2 \approx 6 \text{ a} \). The mixing coefficient \( \alpha = 0.01-0.02 \) is small, and varies substantially from pulse to pulse. However, it dominates the last 1–2% of the relaxation after the first couple of ms (see upper and lower left panels in Fig. 6).

The functional forms in (3.1) are simple enough that analytic forms for the current coefficients (2.4) may be computed straightforwardly (though somewhat tediously). If one were interested in quantitatively describing the target dynamics through the entire pulse interval, as well as the measurement interval, all of this detail would indeed be important. However, as we will now show, the separation of time scales \( t_1 \ll \tau_2 \ll \tau_3 \ll t_p \) allows one (purely for convenience) to ignore most of these details without affecting the model fidelity in the measurement interval—it is really only the current amplitude...
$I_{\text{max}}$, the pulse length $t_p$, and the off-ramp time $t_r$ that matter.

To see this, note that for modes that decay rapidly enough that $\lambda_n \tau_3 \gg 1$, the $e^{\lambda_n t_p}$ factor makes the integral (2.4) insensitive to times prior to the pulse offset for which $I_T(t)$ differs measurably from $I_{\text{max}}$ (i.e., times $\Delta t$ such that $\Delta t/\tau_3 \ll 1$ as well). In this case $I_T^{(n)}/I_{\text{max}}$ can depend only on the details of the off-ramp. If, in addition, $\lambda_n t_r \ll 1$ (which will be true for all modes computable using the mean field code unless the target is very small, perhaps a fraction of a cm or less in diameter), one will have $I_T^{(n)}/I_{\text{max}} \simeq 1$.

On the other hand, for modes that decay slowly enough that $\lambda_n \tau_2 \ll 1$, the portion of the integral (2.4) arising from the pulse onset will be insensitive to the details of this onset. The factor $e^{\lambda_n t_p} \simeq e^{-\lambda_n t_p}$ will be essentially constant over a time interval $\Delta t$ which is up to several times $\tau_2$ in length. One may then approximate the integral over this interval by $e^{-\lambda_n t_p} I(-t_p + \Delta t)$. Using (3.1), $I(-t_p + \Delta t)$ may be expressed entirely in terms of the $\tau_3$ decay quantities, and may simply be approximated as $I_{\text{max}}$ if one neglects $\alpha$ as well. Note that if, in addition, $\lambda_p \ll 1$, then $I_T^{(n)}$ will be sensitive to multiple pulses. This condition is satisfied for the slowest decaying modes for large enough targets (e.g., 10 cm or more diameter steel targets).

Since the two inequalities have an overlapping range, $1/\tau_3 \ll \lambda_n \ll 1/\tau_2$, this confirms the claimed insensitivity to the onset details for all modes. In light of this, our model neglects the small parameter $\alpha$, and keeps only the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmitter current amplitude</td>
<td>$I_{\text{max}} = 5.7 \pm 0.3 \text{ a}$</td>
</tr>
<tr>
<td>Full, bipolar pulse period</td>
<td>$T_p = 100 \text{ ms}$</td>
</tr>
<tr>
<td>Individual pulse lengths</td>
<td>$t_p = 25 \text{ ms}$</td>
</tr>
<tr>
<td>Exponential onset time constants</td>
<td>$\tau_1 = 2.5 \text{ } \mu\text{s}$, $0 \leq t &lt; t_1 = 10 \text{ } \mu\text{s}$</td>
</tr>
<tr>
<td></td>
<td>$\tau_2 = 0.33 \text{ ms}$, $t_1 \leq t &lt; t_p$</td>
</tr>
<tr>
<td></td>
<td>$\tau_3 = 4 \text{ ms}$, $t_p \leq t &lt; t_p + t_r$</td>
</tr>
</tbody>
</table>

TABLE II: NRL TEMTADS pulse waveform parameters associated with the time traces in Fig. 6). The transmitter current amplitude varies by about 10% between pulse sequences. The pulse onset is quite complex, turning on rapidly from zero to $2.5 \text{ a}$ over a $10 \text{ } \mu\text{s}$ interval (with functional form given by an exponential with a $2.5 \text{ } \mu\text{s}$ time constant), followed by a superposition of exponentials with $0.33$ and $4 \text{ ms}$ time constants, saturating at about $6 \text{ a}$. The pulse terminates with a $10 \text{ } \mu\text{s}$ linear ramp. See equation (3.1) for precise analytic forms. Although not essential, for simplicity, the numerical model keeps only the $0.33 \text{ ms}$ exponential onset, and the linear off-ramp.
FIG. 7: Data and theory for a 15 cm diameter aluminum sphere with center lying 16.5 cm below the center of sensor 12 (see Fig. 2), which is also the only active sensor. The two plots differ only in the log vs. linear time scale. The solid red line is the data, the dashed red line the prediction from the exact analytic solution for the sphere, the dotted red line is the mean field prediction (based on 232 modes), and the dashed black line is the early time $1/\sqrt{t}$ power law. The 1.03 overall multiplier listed in the legend has been applied to the data to optimize the fit, and is well within the expected 10% fluctuation in the current amplitude. The vertical dashed line marks the rough division between the early time and multi-exponential ($\lesssim 100$ modes) regimes, and it is seen that the mean field prediction pushes well into the early time regime. The slight deviation of the data from the analytic prediction at very early time, $t < 0.1$ ms, is likely an instrument saturation effect (seen much more clearly in Fig. 8, beginning roughly at the same voltage level).

FIG. 8: Data and theory for a 15 cm diameter steel sphere with center lying 16.5 cm below the center of sensor 12 (see Fig. 2), which is also the only active sensor. The two plots differ only in the log vs. linear time scale. The solid red line is the data, the dashed red line the prediction from the exact analytic theory solution for the sphere, the dotted red line is the mean field prediction (based on 232 modes). The dashed black line is a two term fit to the early time form (2.11) using the known values (2.13), and the dotted black line is a single term fit using $\kappa_1$ as a fit parameter. The vertical dashed line marks the rough division between the early time and multi-exponential ($\lesssim 100$ modes) regimes, and is much later here than in Fig. 7 because the EM time scale is proportional to the product $\sigma \mu_r$, which is an order of magnitude larger here. For reasons described in the text, the mean field prediction has a more complex structure for ferrous targets, and penetrates only to the edge of the early time regime (it is the fact that it is accurate beyond about 20 ms that is the real figure of merit here, as would be more evident if the data extended to later time). The 1.3 multiplier listed in the legend is that applied to the data to optimize the fit, and lies outside the expected 10% fluctuation in the current amplitude. The difference is likely the result of small positioning errors. Sensor saturation is apparent below about 0.5 ms. The late-early time $1/t^{3/2}$ power law is evident in the data, but full convergence to the $1/\sqrt{t}$ early-early time power law is incomplete, and not expected until about 10 $\mu$s.
\( \tau_2 \) decay, leading to the much simpler pulse waveform

\[
I(t) = I_{\text{max}}(1 - e^{-t/\tau_2}), \quad 0 < t \leq t_p,
\]

(3.2)

plus the identical linear off-ramp for \( t_p < t \leq t_p + t_r \). As shown, the separation of time scales built into the pulse waveform ensures that this simplification produces only negligible errors in the data predictions.

IV. DATA COMPARISONS

A. Spherical targets

Having described the electromagnetic model, and the platform model required to implement it, we now turn to its validation with real data. We will begin with spherical targets, for which exact analytic solutions exist in both the early time \([1, 2]\) and multi-exponential regimes \([5]\). This allows one to validate the sensor model under conditions where the target model is fully specified.

Figure 7 shows results for a 15 cm diameter aluminum sphere, plotted on both linear and log time scales—the latter much more clearly verifies the asymptotic \(1/\sqrt{t} \) early time power law. The agreement is quite remarkable—note that the vertical scale is in millivolts, not some arbitrary scaled unit. The only real fitting parameter is the conductivity, and the chosen value \( \sigma = 3 \times 10^7 \) S/m is well within the range expected for aluminum. As discussed in Sec. III, the overall pulse-to-pulse transmitter current amplitude is stable only at the 10% level. This leads to an identical uncertainty in the overall voltage amplitude. In the figure, an overall factor of 1.03 has been applied to the data to obtain an optimal fit, well within this uncertainty. The slowest decaying mode for this target is \( \tau_1 = 21.5 \) ms, so the measurement window here barely enters the late time regime \( t \gtrsim \tau_1 \).

The mean field prediction, based on an approximate calculation of the first 232 modes, is seen to accurately describe the data well into the early time regime.

Figure 8 shows results for a 15 cm diameter steel sphere, again plotted on both linear and log time scales. The only real fitting parameters are the conductivity and relative permeability, and the chosen values \( \sigma = 5 \times 10^6 \) S/m and \( \mu = 100 \) are well within the ranges expected for steel. The overall 1.3 multiplier applied to the data lies well outside that expected based on current amplitude fluctuations alone. Fine tuning of \( \sigma \) and \( \mu \) might account for some of this error, but, as alluded to in Sec. III A, the likely culprit is small (0.5 cm level) target positioning errors.

The mean field prediction has much more interesting structure for ferrous targets. Due to the nature of the EM boundary conditions in the large permeability contrast limit, rather than computing only the slowest decaying modes, two distinct sets of slow (169 modes in this case, with time constants larger than \( 3.01 \) ms) and fast (63 modes in this case, with time constants smaller than \( 0.74 \) ms) decaying modes are produced, with large gap between that would only be filled if one pushed the computation to higher order. This is the source of the S-curve-like structure seen in the right panel of Fig. 8. The reduction in the number of slowly decaying modes reduces the accuracy of the theory near the early-intermediate time boundary (as compared to the nonmagnetic case shown in Fig. 7), but the presence of the more rapidly decaying modes at least provides an improved trend at very early time. The slowest decaying mode for this target has a time constant \( \tau_1 = 180 \) ms, indicating a late time regime an order of magnitude beyond the measurement.

The early time prediction, which follows both the exact solution and the data over a significant fraction of the time interval, deserves some comment. As described in Sec. II B, to obtain the solid black lines in Fig. 7) we use the known eigenvalues (2.13), but determine the amplitudes \( V_n \) in (2.11) by fitting to the data. We keep only two terms

\[
V(t) = V_0 \left[ (1 - \alpha)H \left( \sqrt{t/t_{\text{mag}}} \right) + \alpha H \left( 2\sqrt{t/t_{\text{mag}}} \right) \right]
\]

with the known value \( t_{\text{mag}} = 0.35 \) ms, and fit the amplitude \( V_0 = 83 \) V, and mixing parameter \( \alpha = 0.4 \). The one term series \( V_0 = 60 \) V, \( \alpha = 0 \) provides an adequate, but worse fit.

However, a better fit than both of these is provided by a single term series in which one allows the eigenvalue \( \kappa_1 \) to be adjusted. The dotted black lines in Fig. 7) shows the result obtained using \( \kappa_1 = l_{\text{eff}}/\sqrt{t_{\text{mag}}} \) with \( l_{\text{eff}} = 1.2 \), along with amplitude \( V_0 = 80 \) V. This will be our fitting method of choice for non-spherical targets, where the eigenvalues \( \kappa_n \) have not yet been computed.

It is worth emphasizing the importance of the fact that analytic functional forms of the type (4.1) fit the data so well. The log-time plot demonstrates that the data span the full range over which the argument \( s \) in (2.12) interpolates between the two power laws \([6]\). The data therefore has significant structure through this time range, but this does not reflect any deep structure of the target (beyond the fact that it is ferrous). Quite the contrary: as illustrated in Fig. 3 it represents the dynamics of a laterally very smooth surface current sheet as it begins to penetrate the first centimeter or so into target. The complexity arises strictly from the interplay between the electric and magnetic field boundary conditions at the surface. This serves to confirm that the early time regime provides limited target discrimination ability (again, beyond the fact that it is ferrous).

Figures 9 and 10 show consolidated plots of data and theory for 10 cm and 15 cm diameter spheres at various depths centered below sensor 12. Agreement continues to be excellent. The instrument noise floor is evident for deeper targets. Further discussion may be found in the captions. All of the data curves display a tendency to flatten out at very early time, \( t \lesssim 0.1 \) ms, even for curves well below the obvious saturation regime. There is likely some more subtle instrument effect at work here.
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FIG. 9: Consolidated plots showing data (thin solid and dashed lines) and theory (thick dashed lines) for 10 cm and 15 cm diameter aluminum spheres at various depths centered below sensor 12. The upper curves (16.5 cm depth) are repeated from Fig. 7. The legend shows the multipliers used to scale the data curves for optimal fit. In most cases these lie within the 10% error expected from the variability of the transmitter current. Larger deviations are again likely due to small positioning errors. The four 30 cm depth curves demonstrate the expected invariance of the signal with sphere orientation (“north pole” of the sphere tilted by the indicated angles towards the center of sensor 11). The single pair of 10 cm sphere traces demonstrate the impact of target size on the late-time regime, displaying a distinctly earlier downturn.

B. Prolate and oblate spheroidal targets

Having verified instrument calibration and several other quantitative details under conditions where an exact solution exists, we now move on to spheroidal targets.

Figure 11 shows a consolidated plot of data and theory for various prolate (elongated) spheroidal aluminum targets at various depths and orientations. Spheroid aspect ratios a_z/a_{xy} vary between 2 and 5.

The theoretical plots (thick dashed lines) are the mean field predictions based on the first 232 modes. It is evident from the plots that this large a number of modes enables one to push the mean field predictions well into the early time regime. For smaller targets (e.g., the 4 × 4 × 20 cm and 5 × 5 × 20 cm spheroids) this can cover nearly the entire measurement window. The multi-exponential time series eventually saturates and falls below the data, but not before the 1/√t power law begins to be established. Interpolating between the mean field prediction and this power law clearly enables one to accurately match the data over the full range.

Most of the target discrimination information occurs at intermediate to late time. The traces are all more-or-less parallel at early time, and variations in the overall ampli-
FIG. 10: Consolidated plots showing continuing quantitative agreement between data and theory for the 10 cm and 15 cm diameter steel spheres at various depths centered below sensor 12. The upper curves (16.5 cm depth) are repeated from Fig. 8. The legend shows the multipliers used to scale the data curves for optimal fit. In most cases these lie within the 10% error expected from the variability of the transmitter current. Larger deviations are again likely due to small positioning errors. The four 30 cm depth curves demonstrate the expected invariance of the signal with sphere orientation (“north pole” of the sphere tilted by the indicated angles towards the center of sensor 11). This invariance is not completely obvious for ferrous spheres, since a small remnant magnetization could break the symmetry. The single pair of 10 cm sphere traces demonstrate a much more subtle impact of target size since the data never enter the late-time regime.

The dependence on orientation is much stronger for oblate spheroids (green, red, magenta, and cyan curves for the 20 × 20 × 8 cm spheroid [7]). Because it is be-
FIG. 11: Consolidated plot of data and theory for a range of artificial aluminum prolate spheroidal targets. The dimensions listed in the legend are diameters. Orientation angles indicate symmetry axis declination (toward the center of sensor 11), so that $0^\circ$ corresponds to vertical and $90^\circ$ to horizontal. The multipliers are again the overall factors applied to the data to obtain optimal agreement with the prediction. The thick dashed lines are the mean field predictions, which show remarkable agreement well into the early time regime, where the onset of the $1/\sqrt{t}$ power law is evident.

In both Figs. 11 and 12 the multipliers used to scale the data for optimal fit appear to have a small ($\sim 10\%$) systematic bias that cannot be explained by random variation in the transmitter loop current. A combination of small conductivity and positioning errors is the likely explanation.

FIGURES 13 AND 14 SHOW DATA AND THEORY FOR STEEL PROLATE AND OBLATE SPHEROIDAL TARGETS. AS FOR SPHERICAL TARGETS (FIGS. 8 AND 10), THE EARLY TIME REGIME DOMINATES, AND THE MEAN FIELD RESULTS (DOTTED CURVES; WITH S-CURVE BEHAVIOR EXCISED IN THIS CASE SO AS NOT TO BUSY UP THE PLOTS TOO MUCH) ARE VALID ONLY OVER A SMALL PART OF THE TIME INTERVAL WHERE THE DATA IS ALREADY BECOMING QUITE NOISY. IN MOST CASES, HOWEVER, THE FACT THAT THE DATA IS Dropping below the early time curve is evident, pointing to the necessity of a multi-exponential description. As before, these predictions actually push quite deeply into the early time regime, but the measurement window, and instrument dynamic range, are such as to strongly limit the information content of the multi-exponential part of the signal.

V. SUMMARY AND CONCLUSIONS

The results presented in this document demonstrate the unprecedented accuracy available from our first prin-
FIG. 12: Consolidated plot of data and theory for a range of artificial aluminum oblate spheroidal targets. The dimensions listed in the legend are diameters. Orientation angles indicate symmetry axis inclination (toward the center of sensor 11), so that $0^\circ$ corresponds to horizontal and $90^\circ$ to vertical. The multipliers are again the overall factors applied to the data to obtain optimal agreement with the prediction. The thick dashed lines are the mean field predictions, which show remarkable agreement well into the early time regime, where the $1/\sqrt{t}$ power law takes over.

The principles, physics based models covering the entire measurement window, from the early time multi-power law regime, all the way through the multi-exponential regime to the late time mono-exponential regime. Prior to the mean field code’s current upgrade [8], the number of accurately computed modes used to describe the multi-exponential regime was limited to perhaps a few dozen [9]. As seen in the validation results presented, this upgrade is absolutely critical to the success of the predictions, by generating the required overlap of the early time and multi-exponential regimes.

It should be emphasized that the increase in predictive power continues to operate with extremely high numerical efficiency. The creation of the mode data for a given target cannot be performed in real time, but once this data is made available in a database that spans the expected target geometries, its acquisition and use for measurement predictions can be performed in real time—operating at essentially the same speed as predictions using the exact solution for the sphere.

As seen in the figures, the dominant regimes visible in the data depend very strongly on the target size and physical properties. Increasing target size and magnetic permeability expands the early time regime to later physical time. Smaller aluminum targets (e.g., blue lines in Fig. 11) are completely described by the mean field approach over the full time range, while even the smaller steel targets barely enter multi-exponential regime (see...
FIG. 13: Consolidated plot of data and theory for a range of steel prolate spheroidal targets. Orientation angles indicate symmetry axis inclination (toward the center of sensor 11), so that 0° corresponds to horizontal and 90° to vertical. The multipliers are again the overall factors applied to the data to obtain optimal agreement with the prediction. The thick dashed lines are the early time predictions, which show remarkable agreement over nearly the entire measurement window. The latter take the form (2.11) with a single term, in which the amplitude $V^e_1$ and eigenvalue $\kappa_1 = l_{eff}/\sqrt{\tau_{mag}}$ are adjusted to optimize the fit. Here $\tau_{mag}$ is defined by (2.10) and (2.8), with the choice $L = \min\{a_{xy},a_z\} = a_{xy}$. The mean field predictions are shown by the dotted lines. If extended over the full time interval, they also would display the S-curve behavior seen in Fig. 8. For these smaller targets, their region of validity begins only as the signal levels are falling into the noise floor. The early time regime therefore pretty much encompasses the full range of useful data.

Figs. 13 and 14) before the signal fades into the noise floor [10]. All of these features, whose quantitative interpretation is enabled by the present models, will be used in pursuit of robust target discrimination and identification in later stages of this project. The code efficiency becomes especially critical for this purpose, as searches through the database for the target whose response best matches the data may require hundreds, or even thousands, of iterations.


[3] The external code actually takes the frame of reference issue several steps further. It allows one to specify a horizontal survey grid, with azimuth specified relative to a chosen “north”. The height of the platform center (above each grid point) may then be chosen arbitrarily, and the 3D platform orientation about this raised center may also be specified arbitrarily (through specification of three Euler angles). The target 3D position and orientation may then be specified as well.

[4] The divergence eventually saturates even for a perfect, instantaneously terminated, square wave pulse, but only due to speed of light retardation effects in the background medium.

FIG. 14: Consolidated plot of data and theory for a range of steel oblate spheroidal targets. Orientation angles indicate symmetry axis inclination (toward the center of sensor 11), so that 0° corresponds to horizontal and 90° to vertical. The multipliers are again the overall factors applied to the data to obtain optimal agreement with the prediction. The thick dashed lines are the early time predictions, which show remarkable agreement over nearly the entire measurement window. The latter take the form (2.11) with a single term, in which the amplitude $V^e_1$ and eigenvalue $\kappa_1 = l_{eff}/\sqrt{\tau_{mag}}$ are adjusted to optimize the fit. Here $\tau_{mag}$ is defined by (2.10) and (2.8), with the choice $L = \min\{a_{xy}, a_z\} = a_z$. The mean field predictions are shown by the dotted lines. If extended over the full time interval, they also would again display the S-curve behavior seen in Fig. 8. For these smaller targets, their region of validity again begins only as the signal levels are falling into the noise floor, and the early time regime pretty much encompasses the full range of useful data.


[6] This is far less obvious on the linear-time plot, in which only the $1/t^{3/2}$ late-early time power law is clearly visible. The log-time scale is key to elucidating the multi-scale nature of the target electrodynamics.

[7] For the $10 \times 10 \times 20$ cm and $20 \times 20 \times 8$ cm spheroid measurements, the bottom of the target rested on a platform at 31 cm depth, and so the depth-to-center varies with orientation: between 26 cm (horizontal target) and 21 cm (vertical target) for the former; between 27 cm (vertical target) and 21 cm (horizontal target) for the latter.


[10] This signal fading is exacerbated by the more rapid $1/t^{3/2}$ decay of the late-early time signal for steel targets, as compared to the much slower $1/t^{1/2}$ aluminum targets. The latter then have greater tendency to maintain strong signals into the multi-exponential regime (see Figs. 11 and 12). As described in Sec. II B (see especially Fig. 3), this more rapid decay has its origin in the surface current dynamics, which, in magnetic targets, tends to more quickly push the currents away from the target surface.